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Abbreviations
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CATI-Computer Assisted Telephone Interview
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SDMX - Statistical Data and Metadata eXchange



INSTAT OBJECTIVES, MISSION, VISION

The mission of INSTAT is to produce neutral, transparent and up to date statistics that help users in the
process of development and transfation in the economic and social spheres within the country.
INSTAT, as the main institution of producing official statistics and coordinator of the national

statistical system, aims to provide reliable and comparable data, adapting methodologies gral addin

list of statistical indicators. The ultimate goal of statistical data production process linked to the core
activity of the INSTAT is the development, production and dissemination of outputs, i.e. statistical
information (e.g. data, tables, data filekarts, analyses and account systems).

The main challenges of INSTAT for achieving strategic objectives and successful implementation of
statistical activities as a whole are foreseen to be:

1. Culture of Change and DevelopmenNSTAT should use comnmication and motivation

instruments to employees in order to increase awareness of development and innovation.

2. Efficient policies and strategiesNSTAT should build standards by applying regulations,
guidelines, manuals, and other formal incentiveguide the institution towards achieving strategic
objectives.

3. Institutional and organizational levellNSTAT should work to build adequate management
systems, vertical and horizontal interaction among sectors to achieve short, medium and longgerm goa
by using the resources available to the institution in the most accessible way.

4. Communicating with the usergJsers of official statistics are clients of products provided by
INSTAT. The institution should work to increasingly align the users' @afiens and satisfaction with
official statistics, strictly respecting statistical principles and international standards.

INSTAT strategic objectives are as follows:

Objective 1:Timely and quality output and distribution of statistical data in the@uoar social,
demographic and environmental fields at the central and local level.

Objective 2:Use of appropriate data sources and instruments to improve the production and quality of
indicators and statistical services.

Objective 3:Professional and ganizational improvement of the National Statistical System.

Objective 4.Development of innovative ITC systems for statistical processing, data exchange and
communication.

One of the main strategic objectives is to improve the production and quafitjiators and statistical
servicesWe can provide high quality outputs if we realize our processes by taking into account quality
guidelines. According to it, besides assessing product quality, we continuously improve quality, cost
effectiveness and pradtivity by taking into consideration quality from planning and goal setting to
dissemination. If any process is carried out at an insufficient level, that compromises the quality of the
published statistical data. In order to carry iNBTAT’ s ¢ o ityén a gualityimanner, expectations
should be clear to all, i.quality guidelinesare needed.

The objective of this document is to set up general expectations and recommendations in connection
with statistical process and spbocess phases for manegand employees (both experienced and new

hire) ofINSTAT as well as people responsible for the process phases. All of these are important in

order to ensure that procedures and ultimately outputs are of the best possible quality. Another objective
is to offer information to users dNSTAT data on the best practices adopted during data generation.
Quality statistics takes into account the principles oBhmpean StatisticsSode of Practice (see Table

1).



EXTERNAL EXPERTISE

This document uses the resubf theexpertise accumulated by INSTAT, Commitment to quality;
Strategy of Total Quality Management; GSBPM MGuidelines; Quality Indicators for the Generic
Statistical Business Process Model (GSBPM) for Statistics derivedSuoweys and Administtive

Data SourcesVhen compiling the guidelines, we relied on a number of international guidelines and
requirements. It relies on the quality guidelines of international statistical institutes with a proven track
record and excellent results of qualitymagement (e.g. Statistics Canada, Statistics Finland, the US
Federal Statistical Agencies, UK Office for National Statistics, Hungarian Statistical Office and the
Italian National Institute of Statistics) and on the Code of Practice revised in NovemBdyy2bie EU

StatisticalProgramedCommittee (Table 1).

Tab.1 Principles of European Statistics Code of Practice

Institutional environment

PRINCIPLE 1Professional Independence

PRINCIPLE 1bis Coordination and cooperation

PRINCIPLE 2 Mandate for Datadllection and Access to Data

PRINCIPLE 3 Adequacy of Resources

PRINCIPLE 4 Commitment to Quality

PRINCIPLE 5 Statistical Confidentiality and Data Protection

PRINCIPLE 6 Impatrtiality and Objectivity

Statistical Processes

PRINCIPLE 7Sound Methodology

PRINCIPLE 8 Appropriate Statistical Procedures

PRINCIPLE 9 Norexcessive Burden on Respondents

PRINCIPLE 10Cost Effectiveness

Statistical Output

PRINCIPLE 11Relevance

PRINCIPLE 12Accuracy and Reliability

PRINCIPLE 13Timeliness and Punctuality

PRINCIPLE 14Coherence and Comparability

PRINCIPLE 15Accessibility and Clarity

LINKS TO THE ESCPPRINCIPLES COMPLIAN T WITH

QUALITY

Table 1 reveals that a separate bloc of the Code of Practice (principles 7 to 10) offers recommendations
specifically for statistical prmesses. Overall, the quality guidelines for statistical processes serve as
compliance with principles 4, 7, 8, 9 and 10 and their indicators (for the details see Table 2), a fact that
we took into account, either directly or indirectly, in laying downgtality guidelines. Conscious

process managementlso an aim of the quality guidelinegxerts its ultimate impact on the quality

components of statistical outputs (principles 11 to 15).



http://ec.europa.eu/eurostat/web/quality/europstatisticscodeof-practice/november 2017

Table 2 Principlesof ESCP compliant with quality

Principles Description Indicators
Statistics are compiled on an objective basterdeined by
statistical considerations.
Statistical authoriti Choices of sources and statistical techniques are informe
a Its |cad au ondles statistical considerations.
mus pr'o uce an Errors discovered in published Statistics are corrected at
disseminate Europeat . . .
Statistics respectin earliest possible date and publicized.
. N P 9 [nformation onthe methods and procedures used by the
Principle 4. | scientific . . . :
. . .| statistical authority are publiclvailable.
Quality independence and in — :
: S Statistical release dates and times areapreounced.
Commitment | an objective, 0 . I 10 Stafisical rel h
professional and g user(sj ave efq-llJa a((j:cessI o statistica ::neaseis.z es
transparent manner i .|rr|1.e gnd any pI’I\IIII zge dpntebTa.se chcef y ou SrI] e Iuscla(r
which all users are is limited, colntro ed and pu |(;|zeh. Tdt be eve.nt td at lea t
treated equitably. occur, prere egsg arrangements should be revised so as
ensure impartiality.
Statistical releases and statements made in Press Confer
are objective and nonpartisan.
The overall methodological framework of the statistical
authority follows European and other international stanga
guidelines, and good practices.
Procedures are in place to ensure that standard concepts
definitions and classifications are consistently applied
throughout the statistical authority.
The business register and the frame for population survey
areregularly evaluated and adjusted if necessary in order
Sound methodology . .
must underpin qualit ensure high guality.
Principle 7: L p- g y Detailed concordance exists between national classificatic
statistics. This o .
Sound ) and vectorization systems and the corresponding Europe
requires adequate
Methodology systems.
tools, procedures and _ — .
. Graduates in the relevant academic discgdiare recruited.
expertise. _ . —
Staff attend international relevant training courses and
Conferences, and liaise with statistician colleagues at
international level in order to learn from the best and to
improve their expertise.
Co-operation with the scientific comunity to improve
methodology iorganizedand external reviews assess the
guality and effectiveness of the methods implemented an
promote better tools, when feasible.
Appropriate statisticall Where European Statistics are based on administrative d
Principle 8: procedures, the definitions and concepts used for the administrative
Appropriate | implemented from purpose must be a good approximation to those ratjfore
Statistical data collection to datg statistical purposes.
Procedures | validation, must In case of statistical surveys, questionnaires are

underpin quality

systematically tested prior to the data collection.
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statistics.

Survey designs, SAMPLE selections, and SAMPLE weigh
are well based and regularly reviewed, revised or updatec
requred.

Field operations, data entry, and coding are routinely
monitored and revised as required.

Appropriate editing and imputation computer systems are
used and regularly reviewed, revised or updated as requir

Revisions follow standard, wedistablished and transparen
procedures.

The reporting burden
should be

The range and detail of European Statistics demands is
limited to what is absolutely necessary.

proportionate to the
needs of the users an

The reporting burden is spread as widely as possible ovel
Survey populations through appropriate samplie@unniques.

Principle 9: The information sought from businesses is, as far as poss
should not be . . . .
Non- . readily available from their accounts and electronic mean;
. excessive for . . .
Excessive used where possible to facilitate its return.
Burden on respondents. The Besi estimat g —— ed wh
statistical authority es. estimates an. apprgxma ions are accepted when e
Respondents . detailsare not readily available.
monitors the response Admi : Wi o
burden and sets g n|1.|n|s.trat|ve sourcizs a-l‘i use w enever possible to av
targets for its uplcatlng rque;ts or.|n.ormat|on.” . . -
reduction over time. Data sharlng Wlthln. sf[atls.tlcal authorities is generalised in
order to avoid multiplication of surveys.
Internal and independent external measures monitor the
statistical authority’s ust
Routine clerical operations (e.g. data capture, coding, and
o validation) are automated to the extent possibl
Principle 10: — . . .
Cost Resources must be | The productivity potential of information and
: effectively used. communications technology is being optimized for data
Effectiveness

collection, processing and dissemination.

Proactive efforts are being made to improve the statistical
potential of Administrative records and avaioktly direct
surveys.

TOTAL QUALITY MANAGEMENT

In order to establish the highest quality level, INSTAT has set up a management model in accordance

I TQM

with the Total Quality ManagementTQM principles. This is a comprehensive document about the
TQM that deals with quality throughout the entire INSTAT organizational structure.

The basis for preparing the total quality management strategy is the definition of the five principles

within the framework of which INSTAT develops the field of quality. Phes and main goals of
INSTAT according to TQM are as follows:

a s> wDdh e

Good quality of statistical processes and products
Satisfied users with official statistics

Reduce the burden of respondents

Improve effectiveness of statistical processes
Training and know#dge management



The INSTAT uses the standard documentation prepared in accordance with the Eurostat
recommendations.

Further on the document are presents each of the five principles with objectives which follow the
principles of the European Statisticedg of Practice. Each objective is composed of:

1 Indicators important for monitoring the implementation of the objective
9 Activities that will be necessary for implementing the objective.

SET UP METADATA MANAGEMENT SYSTEM

To accompliststatistical netadata INSTAT needs to work with two different types of metadata:
Structural metadataare used to define the data structukvesiable names, classifications, standard
code lists, variable typedata set definitions are part of structural metadata (bliaizing concepts,
classifications and variables, promoting comparability of informatitdETAT has developed
MetaPlus system for pdoiction of Structural Metadatahichis alreadyin place.

Reference metadatdescribe the content and quality of stite data, data collection and processing
methods.

INSTAT hasdeveloped separate INSTAT metadata system (IMS) in which to hold the ®ih48d
metadata, and so to:

9 to hold its SIMS data in both the Albanian and English languages

9 to link with the Eurott Metadata Handler

1 to link with the INSTAT website

9 to link with the narrative Quality Reports that are in ESQRS format

Having it in Albanianlanguagecanenable the metadata to be made available to users in Albania, while
having it in EnglisHangua@ canenable INSTAT to meet its obligations to providenitstadata in

English in ESMS and ESQRS formats to Eurostat. INSTAT see the development of an IMS as essential
in achieving these aims of meeting the need of Eurostat and Albanian users in ant@aruisgdficient
manner.

For the referential Metadata the SIMS version 2.0 is implemented as a standard. A separate system is
developed for the referential metadata, which will be used to produce the metadata and quality reports
(ESMS and ESQRS) in Albaam and English. For a part of the statistical activities ESMS and/or

ESQRS have been created and published in INSTAT website.

INTRODUCTION

Quality Guidelines oriented by GSBPM

INSTAT is committed to ensure the highest quality with respect to the cdiopit statistical

information. In accordance with the Law on Statistics, No 17/2018, INSTAT use statistical methods and
processes in compliance with internationally recognized scientific principles and standards, conduct on
going analyses of the statstiwith view to quality improvements and ensure that statistics are up to
date.The aim isto provide statistical products and services that correspond to the statistical information
needs of different user.



In performing this task follows the generalinciples of quality management from the European
Statistics Code of Practice.

As only used statistics are useful statistics, INSTAT strives to become the major source of statistical
information providing decisions makers, research and education iniadlasmwvell as in the

international community with relevant, reliable and comparable statistical information. With a learning
attitude and systematic network for marketing and disseminatiagstical informatioimakesuse of
modern networking structuresd information technology.

INSTAT takes into account the following principles: impartiality, quality of processes and products,
user orientation, employee orientation, effectiveness of statistical processes, reducing the workload for
respondents. The clienge is to provide official statistics in good quality and efficiently with lowest
possible costs.

The application of a standard for statistical production is one of the main recommendations of Eurostat
to be implemented by the National Statistical 8ystThe GSBPM (GSBPM) model describes and

defines a community under the processes needed to produce official statistics. It provides a standard
structure and a harmonized terminology to help statistical producers modernize statistical production
processeand share methods and components. This model serves to describe the production of statistics
in a more general and procesmsented manner. It is used internally and between statistical offices as a
common working ground for producing statistics in a \wgrad ways, such as quality, efficiency,
standardization and process orientation.

The GSBPM model can also be used to integrate metadata data and standards as a documentation model
to harmonize statistical calculation infrastructure and provide a strdotutee quality evaluation and
improvement process. Documentation of process production is a basic element for each statistical
institute. It is essential to recognize and document production methods. It is necessary to have a
common format for describirgnd analyzing each part of the process by identifying best practices,

seeing deficiencies in tools, and taking measures to reduce risks in the future.

This allows comparison of the production method between the statistical processes within INSTAT, but
atthe same time with other producers of the National Statistical System and the European Statistical
System, always trying to improve efficiency.

The GSBPM model is a consolidated international standard and tdiboredhny statistical offices and
internaional bodies that suggest the structure of the production process amsabses of the
statistics production model. For this purpose INSThEadapt the GSBPM versionlsas a reference
classification in order to outline the production pattern ohestatistical process.

The GSBPM model has been approved by UNECE, Eurostat and the OECD in the METIS work
meeting in 2009. This structure includes 8 basic processeglauthgrocesses.

The GSBPM model is a reference point for statistical applicatisngell as data management. The
GSBPM comprises three levels:

Level 0, the statistical business process;

Level 1, the eight phases of the statistical business process;

Level 2, the sulprocesses within each phase.

The eight stages of Level 1 are:

1. Spedfy needs
2. Design

10



3. Build;

4. Collect;

5. Process;

6. Analyze

7. Disseminatg

8. Evaluag.

Phases-B can be qualified as preparers, stagéscdérrespond to production and phase 8 summarizes
and formulates an action plan.

GSBPM v5.1

Overarching Processes

Specify needs Design Build Collect Process Analyse Disseminate Evaluate
11 21 T L 51 Gl L R
Identify needs Design outputs collection Cr:;“ :rame = Integrate data L fral'l Updl-fk::l]ltpu[ inputs
o e ect sample outputs systems
32 72
12 22 o a 82
- : Reuse or build 4.2 52 62 Produce .
et “u‘: T D::Ign .vaéwb]e processing and Set up collection Classify and code Validate outputs dissemination e e Ei
needs escriptions analysis components products
33 73
13 o a 63 8.3
: 23 Reuse or build 4.3 53 . Manage release of .
Esla:lllsl:in.ulput Design collecti i inati Run collection Review and validate e "mi T dissemination SEE IR
abjectives components CIE—E products
T4
24 a 64
14 . 34 4.4 5.4 o Promote
Identify concepts Ceacimese] Configure workflows Finalise collection Edit and impute SRR b dissemination
sample control products
15 25 35 55 a8 a5
Check data Design processing Test production Derive new variahles g -
availability and analysis systems and units R LR R T
s Design pz;:duction . 5.6
ng“.e b systems and bT( ulail Calculate weights
NSINess case workflow usiness process
7 57
Finalise production -
evstems Calcnlate aggregates
58
Finalise data files

The GSBPM alsorecognizeseveral ovearching processes that apply throughout the eight phases, and
across statistical business processes. These can be grouped into two categories, those that have a
statistical component, and those that are more general, alddapmly to any sort abrganization The

first groups areonsidered to be more important in the context ofrtfadel;however the second group
should also beecognizedas they have (often indirect) impacts on several parts of the model.

The GSBPM recagses several overarching processes with a strong statistical component that apply
throughout the eight phases. These overarching processes included the list below. Quality management,
metadata management and data management are elaborated furtheoiriS@ctiA&rahing

Proceses’.

Quality management- This process includes quality assessment and control mechanisms. It recognises
the importance of evaluation and feedback throughout the statistical business process;

Metadata managemeh- Metadata are créed/reused and processed within each phase, there is,

therefore, a strong requirement for a metadata management system to ensure the appropriate metadata
retain their links with data throughout the GSBPM. This includes précdependent considerations

11



slch as metadata custodianship and ownership, quality, archiving rules, preservation, retention and
disposal;

Data management This includes procesadependent considerations such as general data security,
custodianship and ownership, data quality, ardgivules, preservation, retention and disposal;

Process data managementThis includes activities of registering, systematising and using data about
the implementation of the statistical business process. Process data can aid in detecting and
understandig patterns in the data collected, as well as in evaluating the execution of the statistical
business process as such;

Knowledge management This ensures that statistical business processes are repeatable, mainly
through the maintenance of process docuatent;

Provider management- This includes crosprocess burden management, as well as topics such as
profiling and management of contact information (and thus has particularly close links with statistical
business processes that maintain registers).

More general ovearching processes include:

1 Human resource management;
Financial management;
Project management;
Legal framework management;
Organizationaframework management;
Strategic planning

=A =4 =4 4 =

Applicability

The GSBPM is intended to apply to all activatiendertaken bINSTAT, at both the national and
international levelswhich result in data outputs.

The model is designed to be applicable regardless of the data source, so it can be used for the
description and quality assessment of processes based/epssicensuses, administrative registers,
and other nosstatistical or mixed sources.

Whilst typical statistical business processes include collecting and processing data to produce statistical
outputs, the GSBPM also applies when existing data are devisémeseries are realculated, either

as a result of improved source data or a change in methodology. In these cases, the input data can be
original microdata and/or additional data, which are then processed and analysed to produce revised
outputs. h such cases, it is likely that several-fubcesses and possibly some phases (particularly the
early ones) would be omitted. Similarly, the GSBPM can be applied to processes such as the
compilation of national accounts and the typical processes inatitanal statistical organisations that

use secondary data from countries or other organisations.

As well as being applicable for processes which result in statistics, the GSBPM can also be applied to
the development and maintenance of statistical registéere the inputs are similar to those for

statistical production (though typically with a greater focus on administrative data), and the outputs are
typically frames or other data extractions, which are thed as inputs to other processes

12



The GSBPMs$ sufficiently flexible to apply in all of the above scenarios.

Using the GSBPM

The GSBPM is a reference model. It is intended that GSBRIged byINSTAT to different degrees.

An organisation may choose to either implement the GSBPM directly or issthé hasis for

developing customised version of the model. It may be used in some cases only as a model to which
organisations refer when communicating internally or with other organisations to clarify discussion.
The various scenarios for the use of @8BPM are all valid. In 20f7INSTAT choose to implement
GSBPM for monitoring the timeline of all statistical processes, while in2@i8se it directly for
describing and documenting statistical processes.

When organisations have developed organisaecific adaptions of the GSBPM, they may make
some specialisations to the model to fit their organisational context. The evidence so far suggests that
these specialisations are not sufficiently generic to be included in the GSBPM itself.

In some cased, may be appropriate to group some of the elements of the model. For example, initial
three phases could be considered to correspond to a single planning phase. In other cases, particularly
for practical implementations, there may be a need to add anererdetailed levels to the structure to
separately identify different components of the-puticesses.

There may also be a requirement for a formal-sijtbetween phases, where the output from one phase
is certified as suitable as input for the nextisTihrmal approval is implicit in the model (except in the
subprocess 1.6) but may be explicitly implemented in different ways depending on organisational
requirementsA statistical survey includes all activities of collecting, processing and dissemginati
statistical data. Through the years the practiddSTAT has created different types of statistical
surveys. The input data collection method creates differences between different types of statistical
sources:

1 Censuses: Data is collected for all tangepulation units

1 Surveys Data is collected for a randomly selected sangbltarget population units.

1 Administrative Resources: Data that was originally collectedrfgragher purpose and is

used bYINSTAT for the production of statistical indicators.

QUALITY GUIDELINE S

The purpose of this document is the description and guidance for the proper implementation of the
description of the statistical processes carried out by INSTAT. This docitrieebeing used for actual
statistical activities thadreplanned to bémplementedandit will be usedn the futureaswell. The first
version of this documethias been drafted and started to be used from ZB8BPMis implemented

and interpreted in the most appropriate manner.

A statistical business processa collection of related and structured activiaes tasks to convert

input data into statistical information. In the context of the GSBPM, organisations or groups of
organisations perform statistical business processes to create official statiséitisfy the needs of the
users. The output of the process may be a mixed set of physical or digital products presenting data and
metadata in different ways, such as publications, maps, electronic services, among others.
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The GSBPM should be applied antkirpreted flexibly. It is not a rigid framework in which all steps
must be followed in a strict order, instead it identifies the possible steps in the statistical business
process and the intelependencies between them.

Although the presentation of the BBM follows the logical sequence of steps in most statistical

business processes, the elements of the model may occur in different orders in different circumstances.
Also, some sulprocesses will be revisited, forming iterative loops, particularly witienRrocess and
Analyse phases.

The GSBPM can be viewed as a checklist to make sure that all necessary steps have been considered or
as a "cookbook" to identify all the "ingredients" of a statistical business process.

In many statistical organisations, tliest few phases are only considered when a new output is created

or when the process is revised as a result of an evaluation process. Once the output becomes part of
“normal” ongoing activity, these phaytobuilhre not
new collection tools every time labour force survey data are collected).

The GSBPM should therefore be seen more as a matrix, through which there are many possible paths.
In this way, the GSBPM aims to be sufficiently generic to be widelyiGgipé and to encourage a

standard view of the statistical business process, without becoming either too restrictive or too abstract
and theoretical.

This section considers each phase in turn, identifying the varioyzrsoésses within that phase and
describing their content

1. Specify needs phase

Specify Needs
13 1.6
1.2 . 1.4 15
Identilf-:needs Consult and E::lﬂb]l::h Identify Check data suirl‘;li)la;f::i;gss
i confirm needs P concepts availability

objectives case

This phase is triggered when a need for new statistics is identified or feedback about current statistics
initiates a review. It includes all activities associated with engaging stakeholders to identify their
detailed statistical needs (current or future), proposing high level solution options and preparing a
business case to meet these needs.

The "Specify Needs" phase is beskdown into six suprocessegschema aboveyhich are generally
sequential, from l¢fto right, but can also occur in parallel, and can be iterative. Theqeatdsses

are:

1.1 Identify needs

This subprocess includes the initial investigation and identification of what statistics are needed and
what is needed of the statistics. It nimytriggered by a new information request or an environmental
change such as a reduced budget. Action plans from evaluations of previous iterations of the process or
from other processes might provide an input to thispobess. It also includes considgon of

practice amongst other (national and international) statistical organisations producing similar data and
the methods used by those organisations.
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Specification of data needs starts when data does not exist or when existing data does not thily meet
needs of all users for data, or based on new requests or collaboration agreements. Data needs arise from
different users: governmental institutions, the Bank of Albania, national and international institutions,
as well as the professional or genenablic. In the framework of preparation, different methods should
be studied so that statistical activity meets all the required needs. In tlpsogselss, financial and

material resources for the implementation of tasks can be planned. Accurate anglémahyg is of

key importance for effective implementation and efficiency.

This stage is updated or supplemented when there is a need for new statistics or changes related to
current statistics produced by INSTAT. It determines whether there is a pyéseathplete

application, either domestically or internally.g.from domestianstitutions or Eurostat) and can be
produced by INSTAT.

Quality guidelines

In order to map the statistical needs, the user groups of the specific statistics already agaitaist
be identified.

The first step towards identifying information needs is to identify the user groups of the specific
statistics already availabl€o this end, users should be classified according to the importance of their
needs based on which keytdgh profile user groups can be identified.

A likely basis for such grouping is the importance of the usage of the specific statistics concerned (e.g.
statistics for the preparation of government decisions).

Whenanalyzingusers, it is important that sgel attention should be paid to the information needs of

the key users of the statistics already available, i.e. the information needs of this group of users and any
change in them must be reviewed.

Efforts should be made at establishing continuous-gperation with users and participants.

In order to identify needs and to monitor new needs continuously, it is important that partnership should

be forged with users. To this end, it is important that a bbeased relationship should be maintained

with uses of specific statistics in the private and the public sector, the academia and the public at large,
which can also be viewed as part of the office’s

Needs for statistical activities in progress should be revieataggular intervals.

In addition to needs assessment, a review of statistical activities in progress is another important
component of mapping information needs. The underlying reason for this is that these statistical
projects should also be implementadtonformity with user needs. Therefore, it is inevitable that they
be reviewed from this perspective. If specific statistics are no longer produced in conformity with
current needs, they must be developed, revised or upgraded.

A useful tool for needs ssessment is a repeated analysis of needs that could not be satisfied earlier
and of thefeedback from userssubsequent to earlier data recording.

Information needs can be identified indirectly, on the basis of information already available. One such
indirect method is a review, from a feasibility perspective, of the needs received earlier that could not

be satisfied when they arose.

This also includes a review of the results of user satisfaction surveys that asked users about the usability
of the generatéstatistics in question subsequent to earlier data collections.
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Information needs should be analyzed from a feasibility perspective and it should be checked
whether there are specific statistics or data sources suitable for satisfying needs.

When needfor information arise, the first thing to check is whether there are specific statistics either
available already or in progress or any other sources, e.g. administrative data, that can satisfy
information needs.

If no such statistics are available, thenpmnents of the specific statistics to be generated in response to
the needs concerned and the extent to which these can be measured should be identified.

Quality dimension
V Relevance
Possible quality indicators
V CF1. Rate of unsatisfied user needs

1.2 Consult and confirm needs

This subprocess focuses on consulting with the internal and external stakeholders and confirming in
detail the needs for the statistics. A good understanding of user needs is required so that the statistical
organisation knows ni@nly what it is expected to deliver, but also when, how, and, perhaps most
importantly, why. For the second and subsequent iterations of this phase, the main focus will be on
determining whether previously identified needs have changed. This detaikrdtanding of user

needs is the critical part of this sptocess.

The main focus will be on determining whether the needs identified by INSTAT for any statistical
activity have changed. In this sub process are confirmed financial and material rekmrees
implementation of tasks.

Quality guidelines
Extensive close focus group consultations should be held with users.

This is the first step immediately following the identification of needs for information that explores the

details of needs. For thisason, we need to hold discussions with the users communicating their needs

to us. In the course of the discussions we can identify content criteria, user purposes and the reasons

why the need for data has arisen in detail; furthermore, we can win stgpiata recording. Only

trust can validate the relevant accurate statistics. Therefore, an open mind and the right attitude are vital
during consultations.

Furthermore, consultations are also 1iloaslay t o s h
well as the timeline for the future transfer of information.

Subsequent to discussions, the content components of the individual needs will havetiotitzed.
Content components need to be prioritized according to their importance aniitfieéaital aligned

with the hierarchy of users). This includes an analysis of the relevant legal background that pertains to
the measurability of the individual content components.
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During the consultationghe prioritization needs and their content compents have to be aligned
with costs, respondent burden and data protection criteria.

A major element of measurability and feasibility is the analysis of costs, expected respondent burden
arising from data collection and prospective data protection idémesds or their components place

too much burden on respondents or the difficulty of measurability is obvious already in this phase
(envisaged low willingness on the part of respondents in respect of the given issues), prospective users
need to be infored on such. The same must be done if data protection issues arise already in this
phase.

Whenanalyzingnheeds, before approval, it is important that efforts should be made at finding the
most cost efficient solutions possible in both the long and the sham.

This also holds true for content components because there may be some that are already available in
existing accessible data. Therefore, available accessible data and user needs should be compared and a
timeframe and a budget for new data recordimgst be assessed.

In the event that there are conflicting needs or content components, efforts should be made to resolve
such conflicts.

A series of consultations need to be held. During the consultations, wh&SHE acts as a

moderator, efforts shuld be made to arrive at a consensus in the case of conflicting needs. Discussions
should, therefore, result in needs specifications that sum up various content aspects and suit all users.
In connection with this, the needs that are not used in practiem also be assessed.

If there are express target expectations for data quality, they should be included in the measurable

guality criteria of research objectives.

Needs and research objectives can be classified according to quality components (agy andur
timeliness).

When discussing, agreeing on and approving needs, it is important that attention should be paid to
the objectives of the secondary use of statistical data or those of statiB@caéworksystemge.g.
national accounts).
When infomation needs and content components are groupegrianitized special attention should
be paid to the impact that the approval of the needs may exert on the secondary use of the data thus
generated.
Quality dimension
V Relevance

Possible quality indictors

V Identification of methods to assess user needs
V (R1) Customer satisfaction index
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1.3 Establish output objectives

This subprocess identifies the statistical output objectives that are required to meet the user needs
identified in subprocess 1.2 (Con$t and confirm needs). It includes agreeing the suitability of the
proposed outputs and their quality measures with users. Legal frameworks (e.g. relating to
confidentiality), and available resources are likely to be constraints when establishing bjetptides.

Quality guidelines

Users must be involved in identifying the envisaged forms of data disclosure and a time table for
publications for each output type.

Planning should include the contemplated disclosure of preliminary and final datatetaloialta,
analyses and micrdata files.

Agreement should be reached on the publication of flash and preliminary estintzdésre the
disclosure of final data.

Efforts should be made to provide easy access to data (electronically or on the Inteuset)sfand to
ensure that, if the need arises, data are also suitable for further use.

Aggregate breakdowns (e.g. by area) to be disclosed on the basis of data surveys must be discussed
and agreed on with users.

During the disclosure of preliminary datarious methods (samplased and moddlased
assessments, etc.) lead to various degrees of accuracy. Users must be consulted on the envisaged
accuracy and timing of preliminary data.

1 In order to efficiently create the sampling design, familiarity withtitemkdowns requested by
users is indispensable.
9 Possiblesampling errors can be estimated on this basis.

When quality criteria are discussed, the probable A@sponse rate should be pointed out.
Non-response rates can be estimated on the basis @&apanse rates experienced earlier during

similar surveys and international experience.
If the planned survey is used for publication on more than one topic, a priority of topics should be set

up.

In case of extensive surveys, data on several topics adinddesed. The availability of an order of
publications helps optimize processing.

The various forms of publication, information facilitating clarity and pricing must be discussed and
agreed upon with users.

During the discussions both channels for asitey data and the content and depth of the metadata
attached to the data must be pointed out.

Quality Dimension

18



Statistical Confidentiality and security
Relevance

Accuracy and reliability

Adequacy of resources

<< <L

Possible quality indicators

V Includes exteme value checks, population unit checks, variable checks, combinations of
variables checks, etc.

1.4 Identify concepts

This subprocess clarifies the required concepts to be measured from the point of view of the users. At
this stage, the concepts idified might not align with existing statistical standards. This alignment, and
the choice or definition of the statistical and other concepts and variables to be used, takes place in sub
process 2.2 (Design variable descriptions).

Quality guidelines

Theterms and concepts that follow from user needs must be clearly identified and defined.

If conclusions are to be drawn from the data generated as a result of a survey, it is highly important that
concepts (terms) and the object of the survey concernelédirdy defined and identified respectively.
Available standard terms and concepts should be used only for purposes identified in those

standards.

As statistical data need to be grouped on the basis of some criteria in order that an analysis for
information can be conducted, such criteria should be aligned with the purpose of the analysis. The
Metaplussystem governs terms and concepts.

Efforts must be made to use the concepts (terms) adopted internationally in the given specialist area.

Concepts (termanust be clearly documented, and any deviation from standards or from those used for
the generation of the relevant data should be pointed out.

In the absence of official standards or in the case of different needs, the relalieanian regulations
must ke examined.

If a substitute concept is used, such must be documented and explained.

In the absence of standards and a legal basis, professional considerations must come to the fore.
In the absence of standards and a legal basis, experts andrganigationsshould be involved in
formulating the necessary set of concepts.

Links between the individual concepts must be clearly indicated.

In order to interpret concepts easily, it is important that links with other concepts (e.g. in a narrower
sense, in droader sense and synonymous, etc.) be pointed out already during the planning phase
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A concept or definition selected at a given point of timaybecomeobsolete; therefore, it will have
to be updated.

It is important thathangesn conceptdedocumeted.Historical aspects should also be asserted
during updating.

Close attention must be paid to concepts (terms) applied during the secondary stistical data
or the compilation of statistical framework systems (e.g. the system of the nationabats), for they
may exert significant impact on the individual data collections.

Further factors, e.g. the difficulty of obtaining the necessary information, the burden imposed on
respondents, the method of data collection, the context of questiongttiheds of processing and the
definitions applicable to the administrative sources to be used, must also be taken into account when
concepts are selected.

We map related and existing statistical concepts (termsjuding international standards as weds
the concepts (terms) in current statistics.

After identifying concept content, we map similar related statistical concepts (terms). This helps decide
whether new statistical concepts must be formulated or existing ones must be modified fior dinger

needs to be satisfied.

In order to reduce respondetturden, secondary data sources related to the given theme must be
identified so that we can map the concepts used by them.

Concept deviations must be documented when secondary (e.g. administrativeulees are used for
statistical purposes. Differences in the purposes ofmagelead to concept deviations.

Aligned concepts and their definitions help users aintegrate compare data; however, substitute
definitions may have to be used duedifferences in needs (objectives).

Theuse of standard definitions helpesmpare and integrate data from various sources. Internationally
accepted standard concepts also used in the EU, the UN and other internegi@amahtionsnust be
used at théNSTAT.

Documentation and accessibility are especially important for users who wish to use data for e.g.
further calculations and analyses.

In order for conclusions to be drawn from data files, it is highly important that users fmilidrize
themselves witlthese terms. Along with the data disclosed, the concepts and the definitions used must

b

also be placed at wusers di sposal in the met hodo
Quiality dimension

Vv Relevance

Possible quality indicators

Y Ratio of defhed concepts to all concepts
\% Percentage of items that deviate from the target concept or international standards
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V Ratio of valid concepts to all concepts

Vv Ratio of concepts transmitted from secondary data soto@ksthe concepts in specific
statistics
\% Degree of correspondence between concepts in secondary ulaiessand statistical concepts:
1 good

1 acceptable
9 unacceptable
V Metadata for ADS to determine if relevant variables are available (e.g. presence of useful
combinations of variables.)
V  When assessg the usability of the variables for a statistical output, we can weight this indicator for
whether or not the variables are key to the statistical output

1.5 Checkdata availability

This subprocess checks whether current sources of data could meetgiseements and the

conditions under which they would be available including any restrictions on their use. An assessment
of possible alternatives would normally include research into potential administrative or other non
statistical sources of data, to:

1 Determine whether they would be suitable for use for statistical purposes (e.g. the extent to
which administrative concepts match data requirements, timeliness and quality of the data,
security and continuity of data supply);

1 Assess the division of respaihilities between data providers and the statistical organisation;

1 Check necessary ICT resources (e.g. data storage, technology required to handle incoming data
and data processing) as well as any formal agreements with data providers for accessing and
sharing the data (e.g. formats, delivery, accompanying metadata and quality check).

When existing sources have been assessed, a strategy for filling any remaining gaps in the data
requirement is prepared. This may include identifying possible partnershiipdaté holders. This sub
process also includes a more general assessment of the legal framework in which data would be
collected and used, and may therefore identify proposals for changes to existing legislation or the
introduction of a new legdtamewok (there may be a need for changes to the existigiglation
applicable to INSTAT).

Quality guidelines

The draft proposal for data surveys to be drawn up should be simply structured, transparent,
consistent and free from redundancies.

Containing conslerations needed for making a decision on conducting a survey (e.g. objectives, major
theoretical assumptions, use and resource requirements), a draft survey propsisaldaraized

format with a simple and easg-follow structure should be drawn uphdre should be a first concise
version containing the most important information that can provide sufficient help to make a
substantiated decision on whether or not to conduct a survey and whether or not it can be conducted
under the given circumstancegdan conformity with the given expectation.

The draft proposal should contain the fundamental information pertaining to the survey, e.g. the

name of the contemplated survey, the namegjanizationalunit conducting the survey and a brief
textual summaryof the survey.
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The draft proposal should contain the name of the contemplated survey, the maganiziationalinit
initiating and conducting the survey and a brief textual summary of the contemplated survey covering
its basic criteria.

The goals of tle survey must be accuratedet; the persons/entitiesrdering and/or using the data
(customers) and major users (as well as the applicable statutory regulations) and the need for
commencirg the survey must be indicated

The objectives should clearly id#y the hypotheses to nalyzedand data needs, with expected

guality, the envisaged budget and the deadlines taken into account. The objectives should be setin a
manner that makes it clear for the users what they can expect from the statisticsrterheed.

When drawing up the draft proposal, it is important that the administrative data sources available for
the satisfaction of data needs be identified.

When examining the possible methods of the survey, it is important that the administratsaudzta
available for the satisfaction of data needs be identified. If there are such data sources, a reference to
this fact should be made in the plan, because this is likely to reduce the costs that may be incurred by
the survey or even obviate the ndéedthe survey.

A major component of drawing up the draft proposal is laying down the main criteria of the
contemplated survey on the basis of the available current information. They are, in particular, the
contemplated frequency of conducting the survée manner of data collection, the determination
of the frame and the envisaged budget. If appropriate, alternatives should be offered.

Given the fact that a draft survey proposal is also a document used for the preparation of decisions, it
should contai the main criteria for the conduatt the survey. Thuprior to the commencement of

detailed planning, on the basis of the available current information, the contemplated frequency of
conducting the survey and the mode of data collection (e.g. PAPI, CARI, etc.) that can satisfy the
information needs that hawagisen.

The frame, the observation units and the expected number of respondents needed for the satisfaction of
the needs must be identified.

Furthermore, an estimate should be provided for tvésaged budget.

The above components should be in line with the needs that have arisen.

When formulating the plan, it is important that efforts should be made to find solutions which place
the least possible burden on human, physical and financial resag;, but whictdo not compromise
professional standards or quality principles. At the same time, they can satisfy the data needs of the
persons and entities ordering or using the data.

When professional considerations are addressed, efforts should beordatdify available

backgroun lest financial resources be wasted and in order to place the least possible burden on
respondents and the employees to be involved. When the method of data collection, the tools to be used
and the techniques are selectbe, size and composition of the sample are determined and number and
composition of the participants are planned, we should seek to identify the optimal and most cost
efficient solutions.

The draft proposal should contain SWOT analysis of the survey.

In this phase of planning a SWOT analysis of the survey must be carried out. The analysis consists of a
list of strengths, weaknesses, opportunities and threats in respect of the whole of the survey.
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Quality Dimension

Statistical Confidentiality and sedtyr

Relevance

Accuracy and Reliability

Completerss of data source(s), such as:
- Percentage of units not belonging to the target population
- Percentage of units missing from the target population
- Coverage of the data
- Absence of values for key variables
- Missing values in the source
- Total percentage of empty cells

Vv Availability of a unique key

Vv Cost effectiveness

< <<

Possible quality indicators

Y Number of the version of the survey designs (the numbekedfrties they had to be adjusted
to the needs of usex

Y The degree to which the considerations in the survey plansagséactory and sufficient for
the decision makers (e.g. whether any additional or other information was needed)

\% The extent to which the objectives of the users and the nuanderontenof the data needed
are reflected in the survey designs

\% Number of the revisions of the survey design

1.6 Prepare and submit business case

This subprocess documents the findings of the othermioesses in this phase in the form of a
business case t@gapproval to implement the new or modified statistical business process. Such a
business case would need to conform to the requirements of the approval body, but would typically
include elements such as:
9 A description of the "Ads" business process (ifalready exists), with information on how the
current statistics are produced, highlighting any inefficiencies and issues to be addressed;
1 The proposed "T-®e" solution, detailing how the statistical business process will be developed
to produce the newr revised statistics;
1 An assessment of costs and benefits, as well as any external constraints.

The business case describes options and makes recommendations. It may include the benefits, costs,
deliverables, time frame, budget, required technical ancdahuasources, risk assessment and impact
on stakeholders for each option.

After the business case is prepared, it is submitted for approval to move to the next phase of the
business process. Atthissplr oces s, a “go”/ “no g dhebudiresscaseio n i s
reviewed and formally approved or disapproved by the appropriate sponsors and governance
committees.

Efforts should be done in checking the extreme value.

It includes extreme value checks, population unit checks, variable checksénatoms of variables
checks, etc.

23



Quality Dimension

Vv Adequacy of resources
\% Relevance

Possible quality indicators

V Includes extreme value checks, population unit checks, variable checks, combinations of
variables checks, etc.

2. Design phase

Design
2.6
5
a1 22 23 24 o Design
Desi -uut ats Design variable Design Design frame rncessi; and production
gh outp descriptions collection and sample P g systems and

analysis
¥ workflow

This phaselescribes the development and design activities, and any associated practical research work
needed to define the statistical outputs, concepts, methodologies, collection instruments and operational
processes. It includes all the design elements needkdite or refine the statistical products or

services identified in the business case. This phase specifies all relevant metadata, ready for use later in
the business process, as well as quality assurance procedures. For statistical outputs produced on a
regular basis, this phase usually occurs for the first iteration and whenever improvement actions are
identified in the “Evalwuate” phase of a previous
Design activities make substantial use of international and national standards in ordesédhedu

length and cost of the design process, and enhance the comparability and usability of outputs.
Organisations are encouraged to reuse or adapt design elements from existing processes, and to

consider geospatial aspects of data in the design to enttfenasability and value of the statistical

information. Additionally, outputs of design processes may form the basis for future standards at the
organisational, national or international levels.

The “ Des i gn &ndpwninto six sifrocessegtsckema abovewhich are generally
sequential, from left to right, but can also occur in parallel, and can be iterative. Thesecadses
are:

2.1 Design outputs

This subprocess contains the detailed design of the statistical outputs, products acesderise

produced, including the related development work and preparation of the systems and tools used in the
"Disseminate" phase. Processes governing access to any confidential outputs are also designed here.
Outputs should be designed to follow exigtstandards wherever possible, so inputs to this process

may include metadata from similar or previous collections (including extractions from statistical,
administrative, geospatial and other rstatistical registers and databases), international sts)dard
information about practices in other statistical organisations frompsadess 1.1 (Identify needs).
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Outputs may also be designed in partnership with other interested bodies, particularly if they are
considered to be joint outputs, or they willdisseminated by another organisation.

This stage describes the practical research work required to determine for each statistical activity the
results, concepts, methodology, collection tools and operational processes. For statistical results
produced ora regular basis, this phase is usually not realized, occurs only the first time the statistical
activity is performed and is updated whenever corrective actions are identified at the evaluation stage.

Quality guidelines

When establishing databases, & important that auxiliary variables and technical fields as well as
the storage and the recording of the information needed for measuring quality should be borne in
mind.

In the course of data generation a number of data (paradata) are automaticedlieddieay. the date

of receipt, the number of corrections). They have to be stored for the future evaluation of quality, the
support of processing and measuring progress in the process.

Tagging imputed values means a separate data base planning task.

When designing publication tables, graphs and maps, it is important that fundameaditing rules
should be followed

The name of the population in question should be indicated at all times.

The selection/generation of variablesndicatorsandclassificaions (11.3) also depends on the
available data sources.

Further factors, e.g. the difficulty of obtaining the necessary information, the burden imposed on
respondents, the method of data collection, the context of questions, the methods of data pamcessing
the applied definitions and classifications in the usabhainistrative records as well as the cost of data
collection and processing, must also be taken into account when variables, indicators and classifications
are selected. A definition selectatla given point of time may become obsolete, therefore, it will have

to be modified or changed.

When the appropriate data source is selected, the largest possible number of data related to the
phenomena or events studied have to be taken into considerati

Subsequent to the entry of secondary data inttNB&8AT’ s s ystem, responsibilit
derived from them lies with tH&NSTAT whether they stem from statistical data or administrative data.

In order that a data source providing the lpestlity data can be selected, extensive familiarity with the

topic is required. The statistical data generated outsid&IBIEAT, administrative data collected in

public administration, the business data of major supplier and Big Data data sources studieiol

both in order to be informed and for the appropriate data source can be found.

In order for a decision on the use of the data of secondary data sources to be made, data files must be
evaluated and tested and the results must be documented.

Theevaluation of data files must extend to the objectives, observation units, coverage, legal basis,

content, concepts, definitions and classification system of the given data collection, the quality
assurance adopted, the process control performed, therfi®gaf data and the deadlines of the data
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transferred to the statistical office. Only including secondary data of appropriate quality may lead to the
generation to statistical data of the expected quality.

The INSTAT relies, as much as such is reasonapbssible, oravailable statistical or administrative
data sources.

In order that duplicate data collection can be avoitebraspondent burden contained INSTAT uses
statistical or administrative sources already available as much as such is reasasilly. po

The INSTAT strives tgarticipate inthe design of administrative data sources.

So that administrative data can be more suitable for statistical purposes, the competent experts of the
INSTAT strive to participate in the planning of new administearegisters or the registers under
development. This helps the integration of statistical needs and considerations into administrative
systems from the very beginning.

The INSTAT cceoperates with th@wners/data providers of secondary data.

In order hat data quality can be guarantegmhtinuous cebperation with the organizations responsible

for the collection of secondary dqt#ata transferors, data owners) shouldTites relationship is

particularly important at the commencement of the use oftattistical data and the preparation of

data reception. The manner of data reception, the content and format of data and the transfer of the
necessary metadata must be agreed upon and, if possible, set forthoijpesiation agreement.

Feedback on statisal information and the errors in data can be valuable and useful for the

organization providing data because it promotes the improvement of basic data. This must be performed
in a manner that complies with the data protection rules in force.

The expers responsible for the statistical use of the secondary data familiarize themselves with the
process of collecting data and data management at the data provider organization.

The circumstances in which and the conditions under which data owners or datarprimmplemented

the data collection programme must be studied. Familiarity with this allows for the possibility of
identifying— from a statistical perspective of us¢he strengths and weaknesses of data which must be
taken into consideration duringeifor statistical purposes.

An appropriate method for the statistical processing programme of secondary data must be selected.

The experts responsible for the statistical use of the secondary data regularly check wiiather
has been any change in thepplicable statutory regulations and concepts and whether this affects
comparability over time.

Attention must be paid to the fact that data owners are the owners of the historical data of
administrative data sources and have, at all times, full comgeteee them. The administrative
considerations that first determined the terms and methods used in the programme may change over
time, which may distort the time series derived from administrative files. Attention should be paid to
such changes and thempact must be adjusted for during processing for statistical purposes

The experts responsible for the statistical use of the secondary data lay down the expectations for the
guality of data files.
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In the case of the secondary use of administrative tatidtecal data, the quality of outputs depends
directly on that of input data sources. If there are express target expectations for data quality, they
should be included in the measurable quality criteria of statistical objectives.

In the case of adminisative data attention should be paid to the timeliness anel teference period
of the data

Administrative sources are sometimes obsolete, no longer topical. Therefore, special attention should
be paid to identifying existing (active) and ceased (ngdo active) units

The number of the advantages of using secondary data files for statistical purposes increases if the
data files are connected.

Secondary data used to be collected forstatistical purposes or for statistical purposes other than the
INSTAT s, therefore they can be used only 1f sev
of longitudinal nature (e.g. income tax, product and service tax). If integrated, data files pertaining to
various points of time can be used in a nunddevays in statistics. If that is the case close attention

must be paid to the use of identifiers because the identifiers of units may change over time.

When publishing information derived from administrative data, close attention must be paid to data
protection implication.

There may arisedata protection risks even if only one single administrative data source is used, and
these risks may multiply if other data sources are connected to this single data source. Special care must
be exercised in the sa of longitudinal and personal data because their use may give rise to serious data
protection issues.

The statisticabrganizatiorshould compile its Data Integration Regulations, whi@h addition to the

benefits arising from the connection of datguarantees appropriate data protection.

When publishing information derived from administrative data, close attention must be paid to data
protection implication.

Samplingmay reduce the capacity required for processing administrative data.

Administratve files are often large and their use sometimes requires costly processing and takes a long
time. In order to reduce costs random samples can be taken from large administrative data.

A worstcase scenario should be prepared for the eventuality thatcaséary data source used
earlier is temporally or persistently not available.

The use of secondary data sources often make the INSTAT vulnerable because data owners may be late
in sending the requested data or fail to send them at all. It may alsodasé¢htnat the data cannot be

used according to their planned schedule due to their poor quality. Preparations must be made for such
eventuality, and if we decide on the use of secondary data, a plan must be drawn up to replace them if
necessary. A worstase scenario should present the data sources and methods by means of which we
can provide appropriate estimates temporarily.

This is especially important in the case of secondary data sources used for the calculation of indicators
of strategic importance
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Quiality dimension

V Statistical Confidentiality and security
Vv Relevance
Vv Coherence and comparability

Possible quality indicators

The file has arrived.

The file arrived by the set deadline.

The file had to be urged.

In the case of files sent late the lengthdelay

The file format is unknown.

The file has been damaged.

The file containsinrecognizableharacters.

No metadata have been attached to the file.

The identifier or the reference period of the arrived secondary data is missing.
We did not expect alé with the given identifier and reference period.

The structure of the file departs from what has been expected.

The number of the rows of the file/table departs from what has been expected.

If decoding is required, subsequent to conversion, the datatcha interpreted.
Number and proportion of missing units

Number and proportion of units out of the frame

Number and proportion of the units coming up several times
Percentage of/Extent to which outputs fulfil
Per@ntage of/ Extent to which outputs changed as a result obir@ment actions or as a result
of usersatisfaction surveys/analyses (for outputs produced on a regular basis)
Have the confidentiality rules and micro data access procedures been designed?
Number and proportion of missing data

Expected length of comparable time series.

Number and proportion of erroneous data

Number and proportion of units deleted or out of the frame

Number and proportion of corrected data

Number and proportion of accepted di@gged as erroneous

Number and proportion of imputed units

Number and proportion of imputed items

Does the data supplierganizatiorrequest feedback on the quality of data

<LK <LK<LK <K<K <K<K <K<K LKLKLKKLKKLK KL

<K<K <LKLKLK<LKLKKLK KL

2.2 Design variable descriptions

This subprocess defines the variables to bdeméed via the collection instrument, as well as any other
variables that will be derived from them in spitocess 5.5 (Derive new variables and units), and any
statistical or geospatial classifications that will be used. It is expected that existimahartio

international standards will be followed wherever possible. Thipsutess may need to run in parallel
with subprocess 2.3 (Design collection), as the definition of the variables to be collected, and the
choice of collection instruments may Imardependent to some degree. Preparation of metadata
descriptions of collected and derived variables, statistical and geospatial classification is a necessary
precondition for subsequent phases.

Quality guidelines
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Variables and indicators and their carections must be identified, the ones planned to be used must
be revised jointly.

The statistical indicators planned to be published must be clearly defined. The variables and concepts
intended to be used must be planned and defined. This also mearaipopulinits, time and place.

E.g. we publish data on the unemployed in accordance with the ILO definition, but not from the data
provider; rather, we ask for information that is easy to understand and answer, and we produce the right
variables compatibleith the standard concept by means of a specific process. Attention must also be
paid to data generation and possible linking must also be ensured by using the right concepts/variables.
Temporal characteristics include examples like income in a giveteqtiaat is income received in that
guarter or income related to the performance of the given quarter that is not necessendlgiin the

given quarter.

Variables and indicators must be clearly and unambiguously indicated.

If conclusions are to bérawn from a data file, it is highly important that concepts (terms) and the
object of the survey concerned be clearly defined and identified respectively.

Indicators must be specific and susceptible from the perspective of the phenomenon studied.
Indicators must be able to respond to changes in the phenomenon studied fast and reliably.

Indicators must be consistent, free from variations, topical, available in a timely manner angb-up
date.

In order for indicators/variables to be interpreted, all matd metadata and references must be
stored and the widest possible access must be provided for users.

In addition to identifying and defining indicators, the following must also be documented: the
measurement unit of the indicator, the name of the oagervunit, the description of the scope and the
population, the period and the date of observation, the classification criteria, the individual levels and
elements of the classification system derived from their set of values, the data generatioraptbitess
connection with other indicators and variables as well as other material metadata. Interconnections
between the individual concepts of public parlance and specific areas (e.g. accounting) (clarification of
differences/deviations) are also importémtboth data collection and data reporting.

Efforts should be made to use internationally accepted standard indicators/variables and
classifications.

When indicators/variables are selected, the starting point should be internationally accepted standard
indicators to ensure the comparability and integration of data (e.g. social core variable).

Internationally accepted standard concepts also used in the EU, the UN and other international
institutions must be used at the INSTAT. If concepts other thae #re used, deviation must be

documentd.

Available standard indicators/variables should be used only for purposes identified in those
standards.
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As statistical data need to be grouped on the basis of some criteria in order that an analysis for
informaton can be conducted, such criteria should be aligned with the purpose of the analysis. The
meta information system governs terms and concepts.

In the absence of statistical standards or in the casélifferent needs the indicatorwvariables, the
termsand concepts used in a specificea and administrative concepts must be studied.

If substitute indicators/variables are used, the difference between the two indicators/variables must be
documented and measured.

If different nomenclatures are useahd inthe case of international data reportingfficial
conversion tables must be used.

In the interest of the comparability of data conversion tables must be generated if different
nomenclatures are used and official conversion tables must be used.

Logically arranged indicators must be included intderarchically system of indicators.

Individual indicators are included in a system of indicators; these indicators are interconnected,
complement or interpret each other and are components of informatiorghtalbivel; as a whole,
there are suitable for summary, comprehensive evaluation.

Close attention must be paid to concepts (terms) and variables applied during the secondary use of
statistical data or theompilation of statistical framework systems (etlge systenof the national
accounts), for they may exert significant impact on the individual data collections.

Further factors, e.g. the difficulty of obtaining the necessary information, the burden imposed on
respondents, the method of data collectiba,context of questions, the methods of processing and the
definitions applicable to the administrative registers to be used, must also be taken into account when
concepts, variables and indicators are selected or created.

In order to reduce respondetturden, secondary data sources related to the given theme must be
identified and the concepts and variables used by them must be mapped.

Differences in concepts and variables must be documented when secondary (e.g. administrative) data
sources are usedrfetatistical purposes. Differences in the purposes of use may lead to deviations in the
individual concepts.

Quality Dimension

\Y Cost effectiveness
Vv Managing metadata

Possible quality indicators

\Y The metadata available in addition to indicators and asatrovides information on the
relevance oYariables.

\Y Accurate reference to standards

Y Documenting and measuring deviations from standards

Y The concepts, definitions and classifications used byt#tistecal office correspond to

international standargdany deviation from the latter is documented and explained.
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V The concepts, definitions and classifications used by thistital office correspond to EU
and national legislation and are documented.

Vv National classifications are aligned with the correspum&U level clasifications,
conversion tableare available with supplementary explanations and justifications.

Vv Differences between statistical and administrative processes (cqraefpigions and
coverage) arerlown and documented. There are praced managing differences in place.

Vv Ratio of concepts transmitted from secondary data soto@ksthe concepts in specific
statistics.

\% Degree of correspondence between concepts in secondasodates and statistical data:
good- acceptable unaccepable

\% Percentage of/ Extent to which concepts, definitions and classifications ssgdociat
(key) variables and populations, areuseed from other similar surveys and ADS

Vv Percentage of/Extent to which concepts, definitions and classifications asstrigeg
variables and populations follow international or national standards

Vv Percentage of/Extent to which new concepts nitedns and classifications are
introduced (provide motivation for it)

\% Percentage of / extent to which collectedryey and ADS) and derived variables and

classifications have metadata descriptions
2.3 Design collection

This subprocess determines the most appropriate collection instruments and methods which may
depend on the type of data collection (census, sampleys or other), the collection unit type

(enterprise, person, or other) and the available sources of data. The actual activities irpitiisessh

will vary according to the type of collection instrument required, which can include computer assisted
interviewing, paper questionnaires, administrative registers (e.g. by using existing service interfaces),
data transfer methods, wsbraping technologies as well as technology for geospatial data. Direct or
indirect use of administrative data may be intreatlin the data collection mode for either controlling
survey data or assisting it when capturing survey information.

This subprocess includes the design of the collection instruments, questions and response templates (in
conjunction with the variables drstatistical classifications designed in gubcess 2.2 (Design

variable descriptions)). It also includes the confirmation of any formal agreements. Fpi®sesbs is

enabled by tools such as question libraries (to facilitate the reuse of questioamsatattributes),
guestionnaire tools (to enable the quick and easy compilation of questions into formats suitable for
cognitive testing) and agreement templates (to help standardise terms and conditions)-roisessh

also includes the design afgvider management systems that are specific to this business process.

Where statistical organisations do not collect data directly (i.e. a third party controls the collection and
processing of the data), this spimcess may include the design of mechariso monitor the data and
the metadata to assess impacts of any change made by the third party.

At this stage, the most appropriate collection method and instruments to be used are also defined.
Current activities in this suprocess will vary according tthe type of instrument that will be used for
collecting the required data, which may include: PAPI, CAPI, administrative data interface, data
integration techniques. It also involves the drafting of any agreement on data supply, such as
memorandums of @peration.

Quality guidelines
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A detailed survey implementation plan listing the criteria of implementation must be drawn up.

If the launch of a survey is approved, a detailed implementatiostandardizedormat must be drawn

up already containing ¢hcomponents of implementation like the method, the measuring tools (e.g.
guestionnaire), the size of samples and the cost plan of data collection, the allocation and scheduling of
resources, the process of data collection and processing, publicati@mglparticipants etc.

When a detailed survey design is made, it is important that potential users should be identified as
accurately as such is reasonably possible dhat consensus on survey objectives and use should be
reached

It is important that thesers of the data to be generated should be identified as accurately as such is
reasonably possible in the planning phase and include them in the process so that information that is
relevant to them can be generated during the survey. Discussions wsjplegiiee users and

stakeholders (e.g. focus groups) should be held (e.g. by means of structured interviews). If this modifies
initial ideas, it should be taken into account when a detailed plan is drawn up (e.qg. if the target
population turns out to be mawver or broader than previously planned, feasibility can be modified
accordingly).

Hypotheses providing a frame for the themes and questions used in data collections must be
formulated for the concepts and information needs underpinning the survey.

It is important that research hypotheses related to information needs be as accurately formulated as
possible. The task of data collection is to confirm or dismiss these hypotheses and each question is to be
directed at these hypotheses. Hypotheses also ajgetypdelineate the quantity of the data to be

collected. The number of the questions and data should be just enough to be able to respond to these
hypotheses.

A detailed survey design should include possible frames for sampling, a short descripttbe of
sampling methods and a list of factors determining ttealizationof the sample.

Sampling and observation units, data providers and their number must be determined. An estimate must
be made for the rate of nwasponse affecting resources, costssutbduling.

Subsequent to the approval of the method of data collection, the conditions of application must be
identified.

The optimal method is selected in the phase of preliminary planning; now the conditions of the
application of the methods must laéd down.

If primary data are collected, detailed planning must cover material and technical conditions (e.g.
printing houses or laptop in the case of intervieaided data collection, catentersn the case of
telephone interviews and dime systemsn the case of Interndtased data collection), the human
resources (e.g. areaganizersinterviewerssupervisorsdata processing staff) needed for the
application of the given method.

If secondary data sources are used or data need to be transmittedechnical and professional
approaches needed for the application of the method must be identified.
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If more than one data collection method is selected (fultia nnel , “hybrid” data ¢
individual methods are aligned and a plan for deiacnd measuring the impacts arising from the
various methods of data collection is preplarethis phase.

The detailed data collection plan should provide the basic information on planning t@sting
measuring tools (questionnaires).

Based on inform#on needs, the scope of and method of testing measuring tools (questionnaires) and
the implications related to completion and responses affecting cost planning and scheduling must be
planned.

Pl anning ai med at the col éyelentent of greparationdEnvisaged A f i e |l d
respondent burden must be assessed and methaeasing willingness to respond must also be
taken into account.

“Field wor k?”, which means the distribution and ¢
and population surveys is the token of efficient data collection. This determines the burden placed on
respondents and the extent to which respondents will be willing to provide the requested information.
Therefore, when the feasibility of data collectaond field work is planned, this should be taken into

account and methods most capable of motivating data suppliers mustchldein the plan.

The planning of the methodology of data collection must include a preliminary plan of data
processing and da publication.

Data collections are efficient and able to use resources sparingly if the tasks following data collection
are contemplated upon in detail early on in the planning phase: the conditttata pfeparatign
processing, protection, generatiand publication.

Older ortgoing surveys should be regularly reviewed at regular interviews to check whether the
activity is still satisfactory from the perspective of the original ideas, concepts and information needs.
A detailed data collection plan shuld also be made for these revisions.

Statistical programmes must be developed, revised and upgraded in accordance with user needs. The
objectives, considerations and methods of the activity must be revised from time to time in order for the
relevance ofhe results to increase or to respond to expanding and changing user needs. A detailed
implementation plan protocol instandardizedormat can also be used for revisions.

Quality Dimension

V Soundness of implementation
Vv Managing respondent burden

Possilte quality indicators

\Y Number of the versions of a detailed implementaplan (number of professional
discussions)

\Y Number of considerations in the plan (number of consideraion which planning is based,
the number of the criteria it addresses)

Vv How well does the collection method suit the nature andmelof the information to be
gathered?
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V Ratio of finalised professional considerations to those rieguiiurther decisions (i.e. the
degree to which it is a plan based on finalised definitive psidgal considerations or it is
still inconclusive and requires revision ortrenking)

\% Ratio of realised professional considerations to those niigaddi.e. the degree to which
planning was solid and wethoughtout) after data collection

\% Is the procss reusing known methods and collection systems, e.g. according to
guidelines / recommendations?

Vv Is there a communication plan encouraging responggdyning potential respondents
about thesurvey and the importance of their contribution?

Vv Percentagef questions used to collect information which will netgublished (and
motivation).

\% Indirect evaluation of response burden: number of questions on the questionnaire

Vv Is there a communication plan encouraging responggdryning potential respondents
about the survey and the importance of their contribution?

Y Extent to which administrative data integration techniquesirderstood and specified, both

for direct and indirect use of ADS

2.4 Design frame and sample

This subprocess only applies to processdsch involve data collection based on sampling, such as
through statistical surveys. It identifies and specifies the population of interest, defines a sampling
frame (and, where necessary, the register from which it is derived), and determines thmpropsiate
sampling criteria and methodology (which could include complete enumeration). Common sources for
a sampling frame are administrative and statistical registers, censuses and information from other
sample surveys. It may include geospatial datbddassifications. This suprocess describes how

these sources can be combined if needed. Analysis of whether the frame covers the target population
should be performed. A sampling plan should be made. The actual sample is creatqudcest4.1
(Crede frame and select sample), using the methodology specified in thismigss.

Quality guidelines

Frames used for surveys should correspond to target populations.

Possible frames, their feasibilitgnd quality should be considered in the course ofmpiing. The

results of these considerations must be taken into account in the process of selection and establishing
the survey frames.

Ideally, the population (the survey population) that can be covered by a frame corresponds to or
approximates the targpbpulation. The difference between the two populations affects estimates,
which can be characterized by undeverage and ovaroverage. If a frame does not cover a certain
subpopulation and there is another one that does, their joint use should beptatet: upon.

The quality of frames is furth@haracterizethy the number of duplicates and erroneous pieces of
information and timeliness.

The applicability of frames is closely related-tm addition to the identification of unitsaccessible
information that can make either samghksignemweighting scheme more efficient.

Sometimes the objective of the survey puts restrictions on the type of the frame to be used. E.g. post
enumeration survey and applied estimation techniques may regearsamplig.

In addition to the quality of the frame, all the impacts implied by the application of the frame on
expected accuracy, costs and comparability must be taken into account in the selection process.
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Various frames allow for the possibility of designiragrgples of different degree of efficiency. This
directly influences expected accuracy, the effective and actual sample size and the costs of the survey.

Estimates should be able to be comparable with the estimates of other surveys, in particularjexith earl
estimates in the case of periodic surveys. Applying the same frame for identical target population
surveys improves comparability.

In addition to the above considerations, the same frame should be used for similar or identical target
population survey inside the statisticabrganization

In order for respondent burden to be shared, the samples of various surveys are likely to be
characterizedavith negative ceordination, irrespective of the frame applied.

Various frames allow for the possibility ofous selection schemes; due to this, given negative co
ordination, the sample of a survey selected from one frame may adversely affect the implementation of
the selection scheme of the survey using another frame.

If there is no listedramesthat can guarantee appropriate quality, an area franghould be used, or
alternatively, twephase or indirect sampling should be contemplated upon.

If an area or time frame is used, division that is not overlapping and providinll coverage must be
ensured.

Typicaly, area and twephase sampling is likely to be less efficient; before it is used, its efficiency
must be checked.

In thecase of the joint use of several frames, at least for the units of the selected sample it should be
ensured that thegorrespondenaeto the individual frames amgentified.

The possibility of the joint use of several frames should be contemplated upon if the populations
covered by them are overlapping.

The joint use of several frames is likely to make planning, implementatiorreceisping more
complicated, which may increase costs. In the interest of improving accuracy, it is inevitable in some
cases, however.

Sample design and selection scheme should be prepared in a manner that enables future estimates to
satisfy the needs iddified in 1.3 with the budget available for planning observed.

Efforts should be made to design a probability sample. If we depart from the probability samples, we
must place great store by the validation of the method applied and the validation of thises

In the case of neprobability samples, mathematical statistical procedures can only be used with
limited reliability.

Efforts should be made at using optimal techniques; however, their possible drawback must also be
factored in. In this context, pssible auxiliary information should be mapped.

9 Stratification, allocation and selection maydmimized However, optimal s a
optimal from a certain point of view in respect of some variable(s). In the cadduiti a
purposesurvey, it nust be checked whether a sample that is optimal in respect of one or more
key variables does not affect the other variables detrimentally.
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9 This holds true particularly for continuous/longitudinal surveys where sample design optimal at
the planning stage midose its efficiency over time. Samples with efficiency that remains
stable over time should be designed.

1 No matter how efficient e.g. 1 PSU per stratype sample is, it should be used with care
because accuracy can only be described to a limited degtée case.

1 The auxiliary information available for sample design must be mapped. Possible sources of
auxiliary information: sampling frames, censuses, samples of earlier surveys and administrative
data sourcesSubject to sources, auxiliary informatioan be used in the various phases of
planning.

Although separable, the individual sampling techniques (stratification, allocation and selection)
interact with each other and affect the manner of their application as well. This &uiuld be
factored inthe planning.

Stratification and its efficiency depend on the way sampling units are selected (strata that are
homogeneous from a different perspective must be established).
The efficiency of stratification and optimstiratum boundariedepend on the atation applied.

Obviously, user needs and precision requirements affect planning. However, in addition to them, the
estimator applied must also be taken into account.

9 Precision requirements for cressctional estimates affect the sample size directly.

1 Inthe case of periodic/continuous surveys, precision requirements for estimates of changes, the
load abilityof data providers and expected attrition all influence the rotation scheme used.

1 Needs for domain estimates can be satisfied if they are incindeg. the stratification factors.

1 The application of future small area estimates is also likely to affect sample designs.

1 Reductionin variance due to weighting or calibration should also be taken into account.

In the caseof continuous/periodic surveya sampling design easy to reshape should be prepared.

User needs and changes in populations may necessitate changes in sample designs over time (sample
size, allocation). Accordingly, a sample design should be made and the efficiency of the design should
be regularly monitored.

Changes should be planned in a manner that leads to the lowest possible breaks in the time series.

The number of selection stages/phases should be kept to the minimum.

As the number of selection stages/phases generally incraaaece, they should be kept at minimum.
In certain cases their application may be justified (budget, frehaged difficulties).

When determining sample size, precision requirements, design effect, frame errors and expected
non-response rates should liaken into account.

The necessary information can be obtained from earlier and/or similar surveys.

When designing a sample, the basic principles applied by the office to sample coordination
(e.g. respondent burden, suitability for surveys, eshipuldbe observed.
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Deliberate ceordination is a characteristic of samples pertaining to the same target population. Subject
to the survey in question, this may refer to PSL
of a given survey, which must berne in mind.

Comprehensive studies on the individual sampling techniques and possible sample designs should be
conducted.

1 There are different ways of creating sample designs. In order to be able to choose from among
the possible solutions, techniquesidheir combinations, we muistmiliarize ourselves with
their impact.

1 E.g. censuses or administrative data sources offer excellent opportunities for this. Designs can

be tested on them. The impact of the indivicgaahpling techniquesn accuracy can be

assessed; furthermore, their efficient combinations can also be identified, etc.

In the case of a skewgbpulationwhen should 1 probability selection be applied?

The impact of the possible selection methods (srs, pps, sys)

What results are various typefstratification and allocations likely to yield?

Clusteror element sampling can be tested.

= =4 =8 =4

The measuring tools of data collection must be designed in a fashion that enables us to collect data
in accordance with our needs; moreover, they should bédiituse and operate properly.

In the case of surveys, the measuring tools include questionnaires and data carriers (e.g. laptops) with
the questionnaires saved on them as well as auxiliary support materials (e.g. answer sheets, guides and
demonstration tols) produced by experts on the basis of survey concepts in the phase of
operationalizationMeasuring tools should be ablecwmilectprocess andnalyzethe information

needed. l.e. they should be able to measure what we want them to measure anskfibjopoth data

collectors and data providers.

In the case of data collections other than those based on interviews (e.g. observations, surveys,
observation of what is called “land cover”, pric
programgand the related data carrier devices) are the measuring tools. When designing them, it is
important that efforts be made to ensure that the required data are accessible, specifications are accurate
and the query software operates properly.

Questionnaireanatching themode ofdata collection must be designed. In the case of mixed mode
surveys, questionnaires should bgnchronizedn order that mode effects can be reduced.

Different data collection methods require questionnaires with different struatargsnts, lengths and
registers (e.g. if interviewaided, questionnaires can be for longer and more complex and with a
colloquial register; if seftompleted, they should be simpler and more concise; if telegiases, they
should be brief, etc.). If nme than onenodelsused in a survey (e.g. hybrid or mixed mode surveys),
guestionnaires must lsgnchronizedo that the mode effect can be reduced.

Furthermore, attention must be paid to the higher costs of the production of the questionnaires
necessitai by the various data collection methods because theriated and the technical aspects
of the production of hardopy, laptogbased or Interndiased, odine questionnaires require different
development.

Questionnaires should be designed in a faghitnat they can collect the required data while placing
the least possible burden on respondents.
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Many work with questionnaires. The interests of the staff in charge of processing, interviewers and
respondents may well be at variance with each otherstatigticians are interested in detailed answers
and operended questionsvhich, however, place immense burden on respondents; interviewers are
interested in short interviews, by contrast, statisticians require the highest possible number of answers;
interviewers are interested in short questions, which, however, respondents cannot always interpret;
statisticians are interested in neutral, unbiased answers. Interviewers, however, cannot resist this or
respondents also ask them for their opinions, etcs@ hensiderations must be brought in line with

each other, with the consequences arising from the differences deliberated upon.

Questionnaires should be designed in a fashion that they can collect the required data while placing
the least possible burdemn respondents.

During questionnairpased data collections efforts must be made to reduce the burden that filling out
the questionnaire places on respondents. If data collection is interaaleer, interviewers must be
prepared to acquire professiosati that helps them perform their job fast and efficiently. If respondents
fill out questionnaires on their own, the clear wording of questions, art@ésjow structure of
guestionnaires and concise clear guides can facilitate simple and fast answers.

Questionnaire designing is a multage iterative process where none of the stages should be
skipped.

Questionnaires should not be compiled at desks. Designing questionnaires should not be commenced by
formulating questions. First, hypotheses relatedftrmation needs must be identified; then,

measurable indicators are linked to them, and finally, they have to be transformed into questions. First,
draft questions should be formulated. Then questions with the most appropriate content, methodology,
form and structure can be framed and put in the right order along Iqusgahologicabnd
methodologicaletc.considerations on tHaalized questionnaire.

Designing shouldake a number of approaches to compiling questionnaires and quesiiatios
accountsuchmethodologies, contents, formats, response psychology, interviewing techniques as well
as language and register. Simultaneously, great store should also be set pyabess abilityand
analyzabilityof answers.

Questions only in a number and witbntent that can yield relevant answers and are important from the
perspective of the survey (providing an answer to a hypothesis) should be phrased.

When wording questions it is important that response psychology and the difficulties of recalling,
remembeng and answering should be taken into account; in the case of business statistics, registers
maintained by businesses for other purposes should also be considered. Accurately worded questions
(e.g. providing points of reference and reference periodstiagsmemory and avoiding vague phrases,
foreign words, suggestive wording, overlapping categories and complicated calculations) help
respondent answer them easily.

The register, wording and vocabulary of the questions should correspond to target populatio

The structure of the questionnaire and the place of the questions on it should be easy to follow and its
layout should encourage completion.

Theprocess abilityandanalyzabilityof answers are another aspect to be taken into account, e.g.

uniform scals, codes and sings should be used. By asking smoothly functioning questions, we can
reduce the likelihood of answers such as “I don

>

2

wish to answer 1t

38



Quantitative and qualitative tests (severajpibssible) showing the usability of questionnaires are an
integral part of designing questionnaires.

Not only experts or statisticians should design questionnaires. They should be tested to see how
comprehensible the questions on them are, whetherthéyeanquer i ed and compl et e
simple forms of expressing opinions and qualitative methods from which those designing questions can
obtain experience. Only then should costlier quantitative field work follow. Tests should always be

followed bycorrecting questions and the questionnaire.

In order to be able to produce a design, we must be familiar with the individual process phases and
where we wish to get, based on which the individual steps can be planned.

We need to have accurate knowledgthe data available to us anth the case of data surveysf the

way these data are generated. We must also have clear knowledge of the purposes that we wish to use
the data generated for and of the form in which we will publish them. Only accyktehed

processes enable us to embed control points or make the necessary modifications.

Methodological designing of data processing is important.

Good methodologies caninimizeerrors efficiently. Furthermore, a methodological plan also helps
provide an accurate description of objects, implement technical upgrades, direct processing and data
analyses and schedule time accurately.

The design should be detailed and cover all stages of processing.

Designs for processing and data analyses should beiasnutffjodetailed so that all costs incurred can be
calculated. In that way we can establish the degree to which our processing is cost efficient or feasible.
If something turns out unfeasible in the course of the planning, what cannot be implemented can be
corrected or rplanned. Important decisions capable of reducing costs are to be made at this juncture.
At the same time, we need to strive to generate reliable data.

Consult experts.

We should consult experts if we have to address topics (themes)abf wido not have idepth
knowledge or if we cannot assess the impact that they may exert on processing.

Embed control points in each step.

We need to have an overview of the process. It is important that appropriate control points be embedded
in the pocess so that data of satisfactory quality can be generated. If we receive data through more than
one channel (selffompleted questionnaires communicated over the Internet, hard copy formats with
interviewers completing them or compugeded versions etg.control methods must be planned for

each channel.

We must have some knowledge with possible errors, the flexibility and willingness to answer the
guestions ofpopulation ordata providers.

If we are aware of the possible sources of errors, costslleaswthe flexibility and willingness to

answer the questions pbpulation odata providers, this may help us create a more accurate design.
We should also factor in the eventualities, i.e. things may turn out differently from what we expect;
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plans shou be sufficiently flexible or able to allow alterations so that we can perform processing and
conduct analyses.

Pay attentionof timing

We should pay attentioof thedates by which data must be generated as well as the extent to which
those data must loketailed.

Estimates are legitimately expected to be comparable. This should be borne in mind when the
relevant steps of processing are planned.

If no professional argument can be raised against it, the steps that have a major impact on estimates
(editing, imputing, outlier management, weighting and estimate functions) should be desitireed in
manner that facilitates their temporal and/or spatial comparability.

Accordingly, we should apply standards accepted iptbEession as much as possible.

If we depart, for good reasons, from e.g. earlier practice (in processing or other elements of the survey),

Experience gained from similar surveys should be studied.

Earlier or other similar surveys and international examples help identify the areas topeich s
attention should be paid.

The planning of processing andther subprocesses of planning are likely to be interdependent] an
impacts should be factored in.

Decisions in other suprocesses affect certain elements of processing directly (e.godratdata
collection). Furthermore, certain steps of processing may also affect othmoselsses, e.g. editing,
imputing, weighting and estimates may require the observation of criteria that otherwise would not be
included in the questionnaire. Thes®acts must be identifiezhrly on in the planning phase.

Before compiling the work plan, the entire process of data generation must be overviewed. The
phases must be aligned with each other without any gap or redundancy. If there is a phase not
identified earlier in the process, it must be identified.

As the objective of the sytrocess is the compilation of a work plan covering all process phases, it is
inevitable that the entire process should be overviewed before the compilation of the plan. Byring th

it must be checked whether all the steps of the data generation process were identified in the preceding
processes and whether the methods of thgpsatesses have been brought in line with each other. If

there is a component in the process that badeen identified or the individual syipocesses are at

variance with each other, then they must be defined and remedied respectively.

The work plan must describe the survey frame and identify the data sources to be used

The work plan must describeetlsurvey frame defined earlier and identify the data sources to be used in
the process. When data sources are described, the phases of the process where they are used must be
identified.

The process of the survey raube presented at the leveltbe individual activities, i.e. the tasks to be

performed in the individual sukprocesses and the order in which they follow each other must be
presented.
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Subsequent to the identification of the survey frame, the entire process must be presented in the work
plan As implementation is based on this docamé& must describe the entipeocess from the first

step to the last.

There may be suprocesses that cannot be accurately defined when the plan is being drawn up. In this
case, at least a mention of the plasheabprocess must be included in the description, and later on, the
subprocess can be identified in the form of separate directives.

The time and resource requirements of the activities in the process phases as well as the relevant
deadlines must be idified.

The work plan must cover the entire data generation process period, the scheduling eptbeesdes
and the deadlines for all the activities to be performed in the process.
1 Milestones representing the closing of the major processes mubtedtsentified.
9 Scheduling is a continuous iterative activity as unforeseente may affect the
schedulingidentified here. The deadlines for the majolestones must be observed as
muchas such is reasonably possible.

Quality Dimension
V Methodologicakoundness
Possible quality indicators

Undercoverage

Overcoverage

Number of duplications

Classification errors

Envisaged versus actual sampling errors (standard errors)
Envisaged versus actual sample size (panel attrition)

Design effect

Timeliness ofthe frame: how recently was the frame last updated?
Do unique identification numbers for statistical units exist?
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2.5 Design processing and analysis

This subprocess designs the statistical processing methodology to be applied during the "Process" and
"Analyse" phases. This can include among others, specification of routines and rules for coding, editing
and imputation which may vary based on the mode of data collection and source of data.-This sub
process also includes design of specifications for daggnation from multiple data sources, validation

of data and estimation. Statistical disclosure control methods are also designed here if they are specific
to this business process.

Quiality dimension

V Cost effectiveness
V  Soundnessf implementation

Possble quality indicators

41



V To what extent is the process planning tase systems faroding, E&I, data integration,
weighting, estimation

V To what extent is the business process using standardlekrnvegvn methods for subsequent
phases (e.g. coding, E&ata integration, weighting, estimation, revision), in a transparent
way?

V Implementation subsequepthases (e.g. coding, E&I, data igtation, weighting, estimation,
etc) last been assessed?

2.6 Design production systems and workflow

This subprocessietermines the workflow from data collection to dissemination, taking an overview of

all the processes required within the whole production process and ensuring that they fit together
efficiently with no gaps or redundancies. Various systems and datatasessded throughout the

process. The GSBPM can be used as the basis of the business architecture layer when a statistical
organisation has an existing enterprise architecture in place. The design might be adjusted to fit the
organization. A general priiple is to reuse processes and technology across many statistical business
processes, so existing production solutions (e.g. services, systems and databases) should be examined
first, to determine whether they are fit for purpose for this specific priodugtocess, then, if any gaps

are identified, new solutions should be designed. Thigosoitess also considers how staff will interact

with systems and who will be responsible for what and when.

Quiality guideline

The plan should identify the@rganizaton of implementation as well as the persons responsible for
the individual activities.

The actual order of the implementation of data generation must be included in the work plan. I.e. the
persons performing the individual activities and the relationsbiyween the individual participants

must be identified. The participants allocated to the processes (process side) and the human resource
requirements of the individual activities are described.

The document must contain the description of the tasks anthorizationsof participants allocated
to the activities in the various work phases.

The tasks of the participants allocated to the activities must be identified in detail. The tasks and
authorizationsn the various roles must be identified (participast s i de) . I f one part.i
in more than onsubprocesshis/her tasks must be described separately in the individual sub

processes.

The work plan should also include the systems and the IT tools to be.used

Several systems and IT toolslte identified in this suprocess can be relied upon. As a basic policy,

the systems already available must be used. To this end, the characteristic and usability of the systems
already available must be mapped. If these systems fail to meet the netted for the

implementation of the process, a new solution must be found.

The plan must have a detailed description of the tools to be used (e.g. printed materials, IT tools and

systems) and their use.
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A description of the tools to be used (questiorerisupport materials, IT tools and technologies) is
indispensable for the implementation of the process. Thus, thereabsses in which the individual

tools are used, as the participants using them as well the manner in which they have to be led must
identified.

In order to be able to compile the work plan, we need to draw up a financial plan and procedural
rules for financial settlement.

The work plan must contain the individual steps of data generation and the information linked to
implementatio; furthermore, it must also contain the financial resources needed for implementation.
All expenses on all suprocesses, the individual fares as well as the costs of human resources and the
tools to be used must be identified. Simultaneously, proceduesl for financial settlement must be

laid down, i.e. certification rights linked to the individual roles and the procedural rules for the
preparation of the necessary documents must be identified.

The preparatory document should include a clear and cisecdescription of the contemplated
process referring to the main process phases.

When the process is described, it should be concise, i.e. the document to be made here must focus on
the major components of the work plan compiled earlier if the decsimade on the launch of the

process.

If the decision is made on a certain part of the process, then the description must be more detailed, but
to the point.

The plan shouldcontainthe scheduling of the implemeation along the main milestones.

The planshould contain the scheduling of the process or th@eutess affected by the decision along
the main milestones and the human resources requirements of the various phases.

The decision preparation plan should contain decision points and alternatives.

The decision preparation plan should contain decision points and alternatives of the implementation of
the individual sufprocesses or the entire implementation. Accordingly, it should detail the possible
methods of the implementation of the process ofsobess, of which one is selected.

If there are no decision points (i.e. only one solution is possible or professional considerations only
allow one solution), the draft implementation proposal must be put forth with circumspection in a
manner that checkal circumstances underpinning the proposal.

The plan should examine the risks of the alternatives related to the decision points.

A key element of the preparation material is the examination of the outcome and risks of alternative
decisions (e.g. thesk of changing of a process while it is still in progress).

If a new process is launched, this may mean the examination of the critical elements and the mapping of

external risk factors (e.g. by means of a SWOT analysis).

The preparation document shoulcbntain the analysis of resources requirements and the costs
linked to the individual decision points.
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Another key component of the decisipreparation document is the analysis of resources requirements
and the costs linked to the individual decisiompsii.e. the cost implications and other resources
requirements of the alternatives. Part of this is aloesefit analysis showing the impact of the

possible alternatives or the selection of methods on the costs of the process.

The impact of the decisiopoints on scheduling must be described.

If the alternatives of the decision points affect the scheduling of the processmpsabs, the change
that is brought about by the decision must be identified.

The tasks that will change in the wake of theasion must be identified.

The new tasks that emerge in the process or the tasks that will change must be identified with regard to
the decision points. If the decision is on the launch of the process, it is the identification itself of the
tasks relatetb the description of the process.

Quiality dimension

Soundness of implementation
Cost effectiveness

Accuracy and reliability
Timeliness and Punctuality
Accessibilityand clarity
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Possible quality indicators

V Number of metadata consultations (ESMthin a statistical domain for a given time period.
V This indicator is applicable:
1 to all statistical processes;
9 to producers

V Percentage of identified and documented GSBPM processes (wifliagsses) with their

flows
V Percentage of/Extent to wihicorporate solutions (e.g. tools, processes, technologies) are

reused in subsequent phases andpobesses
V Percentage of/Extent to which responsibilities for subsequent phases grdcedses have
been set
The number of social media visitors/follomse
Percentage of/ Extent to which quality indicators are planned to be calculated for subsequent
subprocesses of GSBPM
Amount/percentage of quality indicators used as KPIs
Planned time frame for subsequent phases angradesses
Length of time spat filling out the questionnaire
Number of questions requiring the respondent to perform complicated calculations
Number of unit nofresponses
Number of instances of lack of interest in the given topic or the complexity and length of the
guestionnaire agasons for unit neresponses
Number of item nowresponses
Number of “1I don’'t know” and “1 don’t wish t
Occurrence of system misses (because ofpestaining quesbins; if there are too many, the

<K<K KL <<
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guestionnaire is not appropriate; arsay will be scanty)
V The degree to whicuestionnaires are completed)(%
V Number of data to be corrected and supplied ex(pasted on actual results rather than
forecasty
Time requirement ofvork processes
Missing components of the work plan
Compliancewith deadlines

< <<

Build
31
31 Rense or 33 13 3.6 1.7
Eeuse or build Reuse or 34 Test Test Finalis
build . build Configure st statistical Hase
. processing . . ¥ production . production

collection > dissemination workflows . business
. and analysis systems systems
instruments : components : process -

components

This phase builds and tests the production solution to the point where it is ready for use in the "live"
environment. The outputs of the "Design” phase are assembled and configured in this phase to create
the complete operati@l environment to run the process. New services are built by exception, created
in response to gaps in the existing catalogue of services sourced from within the organisation and
externally. These new services are constructed to be broadly reusaldarineali with the business
architecture of the organisation where possible.

For statistical outputs produced on a regular basis, this phase usually occurs for the first iteration,
following a review or a change in methodology or technology, rather thamdor ikeration.

The “Build” phase i s-prbcessdéschemadaboveivhich are generallyve n s ub
sequential, from left to right, but can also occur in parallel, and can be iterative. The first three sub
processes are concerned with the devakat and improvement of systems used in collection,

processing, analysis and dissemination of data. The last foypreaésses focus on the eteeend

process. These stirocesses are:

3.1 Reuse or build collection instruments

This subprocess describekd activities to build and reuse the collection instruments to be used during
the "Collect" phase. The collection instruments are built based on the design specifications created
during the "Design" phase. A collection may use one or more modes to ribeedeta (e.g. personal or
telephone interviews; paper, electronic or web questionnaires; SDMX web services). Collection
instruments may also be data extraction routines used to gather data from existing statistical or
administrative registers (e.g. by mgiexisting service interfaces). This guiocess also includes

preparing and testing the contents and functioning of that collection instrument (e.g. cognitive testing of
the questions in a questionnaire). It is recommended to consider the direct conokectillection

instruments to a metadata system, so that metadata can be more easily captured in the collection phase.
Connecting metadata and data at the point of capture can save work in later phases. Capturing the
metrics of data collection (paradaisalso an important consideration in thisgubcess for

calculating and analysing process quality indicators.
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Quality guidelines

The tools of data collection must be tested before their live launch: it must be checked whether they
will provide data @ what we need and how we need it and whether these tools can function properly.
(As well as the measuring tools, the entire data collection process must also be tested in a next
phase.)

In the case of surveys, the measuring tools include questionnadtes&collection tools (e.g. laptops,
selfcompletion electronically) with the questionnaires saved on them as well as auxiliary support
materials (e.g. answer sheets, guides and demonstration tools) produced by experts on the basis of
survey concepts ithe phase obperationalizationBefore the live launch of the survey measuring tools
designed the desk must be tested to see whether e.g. the questionnaires will measure what we wish them
to and whether data collectors and data providers will be abketthem.

In the case of data collections other than those based on interviews (e.g. observations, surveys, data
selection, data transmissions) quprggramgand the related data carrier devices) are the measuring

tools. It must be checked whether we eaness the data with the given tool, the technical and IT

conditions oftransmissiorata are appropriate and the qusoftware functions properly.

Qualitative tests requiring more nseaCGhapeertlled) resour

The results of the tests are properly functioning measuring tools, credible data supply and, hence, good
guality data.

Measuring tools can be tested in various forms from the simplest form of expert opinions through

informal, small sampkpased tests, cogive interviews, focus group testing to quantitative tests on
larger samples at the future location of data co
sample tests, a test run). Due to the significant resources they require, ttshtattéronly be resorted

to after the measuring tools have been corrected on the basis of the qualitative methods.

We may uses various methods of testing, making the most of their special results. We should
familiarize ourselves with the advantages andgdidvantages of the individual methods.

Various testing methods have various advantages and disadvantages. We should apply the most

possible testing methods making the most of their advantages. E.g. the cognitive methods allow those
compilingthe questionrni r ¢ the possibility of experiencing t
Both the interviewer and the interviewee can report the problems encountered, which can easily shed

light on— inter alia— errors stemmingrém interviewee interpretatiorlowever, the disadvantages of

the individual met hods must also be reckoned wit
indicate(s) onesided consideration, cognitive interviews indicate errors only on a small number of

elements and informaldéng cannot explain the reasons for erroneous interpretation, it only records the
problem.

Testing should always be followed by the revision or correction of measuring tools.

Testing makes sense only if the errors emerging during testing are follovieel teywision and

correction of measuring tools. If we conduct more than one test, we shidiakithe results of them

all. Sometimes, however, we need to decide whether we can take the error into consideration or not
(e.g. we cannot make a question skwoif that impairs its clarity). It is important that we should report
the fact that we cannatilize the results of a test (e.g. because we cannot insert a new question in the
time series of a question used for years).
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In the case of data transmissi@m queries errors and defects identified during testing should lead to
the modification of the technical tools or the query programme.

Quality Dimension

V  Soundness of implementation
V Managing respondent burden
V Accuracy and reliability
V  Accessibility and clarity

Possible quality indicators

V If mixed or multiple data collection modes are adopted, has the mode effect on data quality
been tested?

V Percentage of questions used to collect information which will not be published (and
motivation).

V Has thequestionnaire been tested using appropriate methods (e.g. questionnaire pretest, pilot in
real situation, in depthinterviews, focus groups, interviewer support, etc.)?

V Have the test results been taken into account in the process of implementinglthe fin
guestionnaire, and documented in a report?

V To what extent have the test results been taken into account in the process of implementing the
final data collection tools

V Have administrative data collection systems/interfaces been tested and how?

V Have tle test results been taken into account in the process of implementing the final data
collection modes?

V Extent to which paradata can be captured at the data collection stage?

V Extent to which metadata can be captured at the data collection stage anih steediata
management systems?

V Do collection instruments allow for coding to the lowest level of the classifications agreed upon
in design phase?

V Was there any testing method in the course of developing measuring tools? If yes, how many?

V In the case of tw many new versions of questionnaires, data transmissions and data selections
how many new query programme versions were made on the basis of the tests?

V How many of the questions/specifications provided by researchers had to/were possible to be
correctedbon the basis of testing?

V How many concepts were differently interpreted by the respondents participating in the testing?

V How many times did respondents need clarification because they did not understand a question
in the course of the testing?

V How many qustions are likely to result in uncertain (unfounded;thé&cuff or inaccurate)
answers on the basis of the testing?

V How many times did the interviewer rephrase a question in his/her own words?

V How many mistakes did the interviewer/data supplier makéeiling out the questionnaire
(e.g. misses questions, oxarswers questions, writes the answer in the wrong place)

3.2 Reuse or build analysis components

This subprocess describes the activities to reuse existing components or build new compotkeats nee
” and “Analyse phases, as desig

2

for the “Process
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dashboard functions and features, information services, transformation functions, geospatial data
services, workflow frameworks, provider and metadata memagt services.

Quality guidelines

IT tools serving the purposes of data collection appropriately and helping smooth, efficient and
guality data collection should be selected.

From among the numerous IT tools supporting data collection (e.g. laptofgs, BD, Ibasede r n e t
platforms, callcentersandprogramsassistingorganizatioi), a tool that furthers the objectives of data
collection the best and suits the needs and opportunities of interviewgasizersand data providers
must be selected.

The tols should meet statef-theear t | T requirements while taking 1
capabilities into account. Compatibility witbhserenvironment is indispensable for the successful
data collection.

The tools should still meet stadé-the-art IT requirements. Nevertheless, the capabilities of IT
environment of the participants in data collection (e.g. data providers, interviewers, processing and
recording staff) should be taken into account. For instance, we cannot use a programme that requires
rather complex installation or a separate upgrade on the user side (or in the case of questionnaire
completingprograms on the respondent side).

The aspect of good resource management combined withlity considerationsshouldaffect the
selection of tod.

That does compromise the quality of data collection. E.gssue of whether or not develop a
guestionnaire completing @gramme should depend on useeds rather than the costs of the
development. In the case of small sample surveys, when weadeakeose between an optical

character recognition system and manual data entry, costs must be deliberated upon against gains on
data quality (if, e.g. a questionnaire is easy to follow, manual entry makes more sense).

IT tools should simplify data collemn and increase its efficiency; they should not add to
administrative burden or the difficulties involved in operating modern technologies.

The objectives of computer solutions aiding the completion of questionnaires (e.g. laptops used by
respondents,IPA’ s o r-bakenl dataprovider platforms) are to increase the speed and quality of
data collection and decrease respondent burden. These objectives cannot be restricted or mitigated by
new burden accompanying IT development (e.g. complicatenh lpgpcedures regarding platforms for
completing questionnaires, a system that is difficult to follow or time consuming procefucggams
supporting therganizatiorof data collection are supposed to simplify the work to be performed by the
staff in charg of organizatiorarrangements. Therefore, we must ensure that they do not contain
unnecessary tasks that add to red tape. The technological burden (e.g. complicated uploading or
complicated operation of technologies) of using IT tools is another congdetzecause it cannot be

higher than the burden of not using them at all.

Standard IT tools should be used for surveys. The use of standard tools adds to flexibility,
transparency and quality and is likely to reduce costs.

Quality Dimension
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V  Soundnessf implementation
V  Accuracy and reliability

Possible quality indicators

V  What proportion of functions in the statistical process are built using corporately supported
software tools, components or services?
Have Enterprise Architecture best practicassioftware development been followed?
Has testing been done throughout the Building process?
Have corporate requirements for dashboards and information services been incorporated
Was the testing strategy designed when the process and its componetssiggred ?
Was additional testing done by someone other than the person(s) who did the programming?
Were the different types of testing designed, executed, documented andadfgned
Was testing done specifically to ensure that the software producesrtbet results?
Extent to which process components that have complete documentation, support staff, and user
training, all available at the same time that the software is put into use.
Has the quality of the data after the test of the coding procedaredssessed (e.g. quality
indicators such as “recall rate have been c:
between the number of values automatically coded and the total number of values submitted to
coding.
V Have the assessment restiken taken into account in the implementation of the final
procedure?
V Has the output of the E&I procedure been assessed? (e.g. by simulation and by calculating
indicators,analyzingdistributions.)
V Have the assessment results been taken into accobtetimplementation of the finale
procedure?
V Have the process components necessary to manage processing of large data sets been tested and
how?
V Have process components for data linkage been tested astdrfed?
V Needs communicated by users of IT toolsntent and number); number of those for whom
these tools are suitable
V  Number of difficulties encountered by users (interviewers, data proviategemizersdata
capturing staff etc.)
V Characteristics of IT tools, specification of their stat¢he-art natire
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3.3 Reuse or build dissemination components

This subprocess describes the activities to build new components or reuse existing components needed
for the dissemination of statistical products as designed ipmess 2.1 (Design outputs). All types

of dissemination components are included, from those that produce traditional paper publications to
those that provide web services, (linked) open data outputs, geospatial statistics, maps, or access to
microdata.

Quality Dimension

V Managing metadata
V  Accessibility and clarity

Possible qualityindicators
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V Extent to which relevant metadata can be linked to output data.
V  Extent to which user requirements are fulfilled in terms of e.g. dissemination formats,
information systems, graphical supports.

3.4 nfigure workflows

This subprocess configures the workflow, systems and transformations used within the business
processes, from data collection through to dissemination. In thigreabss, the workflow is

configured based on the design created inpobess 2.6 (Design production systems and workflows).
This could include modifying a standardised workflow for a specific purpose, assembling the
workflows for the different phases together (possibly with a workflow/business process management
system) anaonfiguring systems accordingly.

Quality Dimension

V Soundness of implementation
V Timeliness and punctuality

Possible quality indicators
V Ratio of the number of sytwrocesses automated through an IT tool to the total number-of sub

processes specifién 2.6
V Planned timeliness of all subsequent phases angregbsses

3.5 Test production system

This subprocess is concerned with the testing of assembled and configured services and related
workflows. It includes technical testing and sigfifi of newprogrammes and routines, as well as
confirmation that existing routines from other statistical business processes are suitable for use in this
case. Whilst part of this activity concerning the testing of individual components and services could
logically be linked with suprocess 3.1, 3.2 and 3.3, this gurbcess also includes testing of

interactions between assembled and configured services, and ensuring that the whole production
solution works in a coherent way.

Quality guideline
Each new or alteredT tool must be tested before its live launch.

In particular, new IT tools must be tested. The same should be performed in the case of alterations
because even minor changes can lead to hitches in operation.

Testing should be conducted by both develapand the prospective users of the tools.
Participants taking part in testing should cover the widest possible group of stakeholders. Each group
affected by the performance of a given task should be involved in testing. We should not be content

with askirg developers for their expert opinions.

Several trial tests and test runs should be conducted, as one test result does not suffice.
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One test run does not suffice. Each tool must be tested with the participation of several testing parties
and on a numbeaf occasions.

Testing should be performed on the basis of consistent criteria.

A test protocol and a template comprising consistent criteria are recommended. This ensures that testing
parties test the tools concerned according to identical criteria.

Ted resultsshouldbe documented

Each testing party should record test anthmarizdest results, based on which typical problems are
identified. At the same time, however, specific observations should also be documented for future
development.

Based onlie results of testing, error should be remedied, tools developed and a new test run
performed.

Based on the result of testing, tools should be developed. Especially, typical recurrent errors must be
remedied; however, we should also pay attention to motaserrors occurring in a lower number.

The operability of tools should continue be monitored during their live operation. Occasional
tests arealso highly recommended.

Users of the tools should be able to report difficulties during live operatigra@tens towards this

end should be made. A platform for sending and documenting feedback should be arranged for. In order
to eliminate problems during use, we should be able to identify a period when we can do without the

tool in question.

Quality dimersion
V Soundness of implementation
Possible quality indicators

Was there any testing method in the course of developing the tools? If yes, how many?
How many criteria were applied to testing the tools (a uniform template)?

How many types of problems dike testing staff report?

How often did the testing staff report the same problem?

How many new versions or upgrades were made on the basis of testing?

Did any new problem emerge during the live use? If yes, how many?

<K<K KL

During the pilot study close attentiomust be paid to the quality of the data sources to be used later.

Risks posed by unreliable initial data sources must be tested before the actual survey, i.e. the quality of
the information available on the basic reporting units to be contactedfirtuhe must be mapped.

Thus, for instance, the quality of the selected addresses must be checked on the basis of the number of
failed surveys which can be related to inaccuracy of the addresses.

When a pilot study is planned, we should ensure that the sanbplbe visited is of the appropriate
size and has the required characteristics and that an appropriate location is selected.
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This is the most important indicator of a successful pilot study. Key to success is that the sample
identified as the survey polfation of the pilot study is designed as the characteristics of its observation
units accords to those of the whole of the target population.

Another important aspect is the number of the unit to be contacted because the size of the units should
be sufficent enough to be able to provide relevant results.

The indicators produced must be tested in order to see whether they are measanabé&n measure

the phenomena required.

In fact this is the final test of the questionnaire because the final study @fi¢istions asked on the

basis of the produced indicators is carried out now. This may shed light on what earlier qualitative
methods could not identify, which, however, can lead to problems in the field or when used en major
size populations or bring abithe unwanted resulggeneratiorprocess and the problems for which we
will have to prepare ourselves.

Quality Dimension
V Soundness of implementation
Possible quality indicators

V Have allprogramsroutines and configured services been individualbged and signed off
prior to the start of testing

V Has the building of statistical units been tested and signed off?

V Has the quality of the linkage procedures been tested and signed off?

V Has the entire production system been tested and signed ofiipgrtbiat data correctly enters
and exits each programme, routine and configured service, and that the functionality of each
programme, routine and configured service has beemdaccording to expectations?

V Proportion of surveys that failed due to ioa@ate data sources (proportion of fedisting or
unidentifiable reporting units)

V Nonresponse and rejection rates

V' Numberof failed contacts

3.6 Test statistical business process

This subprocess describes the activities to manage a field test or pilat statistical business

process. Typically, it includes a smatiale data collection, to test the collection instruments, followed

by processing and analysis of the collected data, to ensure the statistical business process performs as
expected. Folloimg the pilot, it may be necessary to go back to a previous step and make adjustments
to collection instruments, systems or components. For a major statistical business process, e.g. a
population census, there may be several iterations until the proeeskiisg satisfactorily.

Quality Dimension

Cost effectiveness

Accuracy andeliability
Timeliness angbunctuality
Soundness of implementation

<< <L

Possible quality indicators
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V A2.0vercoverage rate
V  A4. Unit nonresponse rate
V ESS QPITP2.Time lag- final results

3.7 Finalize production system

This subprocess includes the activities to put the assembled and configured processes and services,
including modified and newlgreated services, into production ready for use. The activities include:
1 Producing docmentation about the process components, including technical documentation
and user manuals;
9 Training the users on how to operate the process;
1 Moving the process components into the production environment and ensuring they work as
expected in that environme(this activity may also be part of spbocess 3.5 (Test production
system)).

Quality Dimension
V  Accessibility andClarity
Possible quality indicators

V Percentage of materials adequately archieegl easily retrievable; properly labelled; retention
period indicated)

4. Collect phase

Collect

4.1
Create frame and select
sample

4.2 43 44
Set up collection Run collection Finalize collection

This phase collects or gathers all necessary information (e.g. data, metadata and paradata), using

different collection modes (e.g. acquisition, collection, extraction, transfer), and loads them into the

appropriate erivonment for further processing. Whilst it can include validation of data set formats, it

does not include any transformations of the data themselves, as these are all done in the "Process"
phase. For statistical outputs produced regularly, this phaseséoaach iteration.

The "Collect" phase is broken down into four gubcesses (schema above), which are generally
sequential, from left to right, but can also occur in parallel, and can be iterative. The@secagses
are:

4.1 Create frame and select sample

This subprocess establishes the frame and selects the sample for this iteration of the collection, as
specified in sulprocess 2.4 (Design frame and sample). It also includes the coordination of samples
between instances of the same businesepso®E.g. to manage overlap or rotation), and between
different processes using a common frame or register (e.g. to manage overlap or to spread response
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burden). Quality assurance and approval of the frame and the selected sample are also undertaken in

this subprocess, though maintenance of underlying registers, from which frames for several statistical
business processes are drawn, is treated as a separate business process. The sampling aspect of this sub
process is not usually relevant for processescestrely on the use of pexisting sources (e.g.

administrative registers, web sites) as such processes generally create frames from the available data

and then follow a census approach. Variables from administrative and otk&tatistical sources of

data can be used as auxiliary variables in the construction of sampling design.

Quality guideline
The satisfactorily upto-date nature (timeliness) of the frame used for the survey must be ensured.

Registers or other data sources used by surveys dheualsl up to date as possible.

This holds true of the basic data of frame units (identification and availability) and, when appropriate,
any other auxiliary information used for sampling. Creating frames and its update must be in line with
the principles 62.5.

The timeliness of the information indispensable for therination of samples is fundamental

Information on the selected sample must be accepted and stored.

In order that rotation samples can be managed and samples caarddaated, the framshould store
information on the samples using the units of the frame, the frequency of their using the element and
disposition codes. This information can help coordinate samples, implement the contemplated rotation
and keep response burden at an acckptatel.

Special attention should be paathistask if the same population has to be reached by means of

various surveys and frames or the same survey uses more than one overlapping frame. Correspondence
between the individual frames at least at tivellef the selected samples must be ensured.

The quality of the sample should be checked at regular intervals and the relevant stages of the
process should be planned in a maer that serves this objective.

Information collected on the units of the sedetsample helps characterizing the quality of the frame
directly.

Towards this end, questionnaires and data collection/surveys must be planned appropriately (over
coverage, classification error and any other erroneous auxiliary information).

Special attembn must be paid to ensuring and checking coverage in the case of area frames (samples).
Studying oveicoverage and erroneous units may help identify the cause and management of the
problem. Information on the frame should be used to update and clarifariein respect of the units

of the selected sample.

If more than one frame exists (and/or is used), coverage (even under coverage) can also be measured.

The selection of samples should be fully compliant with the theoretical design descrilfeeiton
2.6. All processing during selection, during stored.

Computability of the design weight for the selected sampling units must be ensured; the same holds true
later on for the possibility cdccuratevariance estimation:

9 information on stratification

i data @ the identification of sampling units and

1 the auxiliaryinformation used,

1 selection/inclusion probability,
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1

joint inclusion probability

Quality Dimension

\Y%
V
\Y%

Accuracy and reliability
Timeliness and punctuality
Managing respondent burden

Possible quaty indicators

\Y,

<<

<< <L

The rate of ovecoverage: The proportion of units accessible via the frame that do not belong
to the target
If the survey has more than one unit type, a rate may be calculated for each type.
If there is more than one frame or if overewage rates vary strongly between subpopulations,
rates should be separated.
The rate of ovecoverage is applicable:
0 to all statistical processes (including use of administrative sources);
0 to producers.
Rate of missing or suspicious stratificatiand classification variables; rate of missing contact
variables; time elapsed since last successful contact
Unit nonresponserate.
The sampling error can be expressed:
0 in relative terms, in which case the relative standard error or, synonymadasly, t
coefficient of variation (CV) is used.
o interms of confidence intervals.
Sampling errors indicators are applicable:
0 to statistical processes based on probability samples or other sampling procedures
allowing computation of such information.
0 to users and producers, with different level of details given.
Al. Sampling errof indicators
Changes (extent of change) in the sampling frame (and the data source used by it) between the
reference period of the survey and the frozen status of the frame
Undercoverage
Over-coverage
Number of duplications
Classification errors

4.2 Set up collection

This subprocess ensures that the people, processes and technology (ehgseglapplications, GPS
system) are ready to collect data and metadata, in all nasdiessigned. It takes place over a period of
time, as it includes the strategy, planning and training activities in preparation for the specific instance
of the statistical business process. Where the process is repeated regularly, some (or all) of these
activities may not be explicitly required for each iteration. Forafhiand new processes, these

activities can be lengthy. For survey data, thispudzess includes:

1

)l
)l
)l

Preparing a collection strategy;

Training collection staff;

Training system using supgsed machine learning techniques;

Ensuring collection resources are available (e.g. laptops, collection apps, APIS);

55



1 Agreeing on terms with any intermediate collection bodies, (e.gcaunipactors for computer
assisted telephone interviewing, web sers)c

9 Configuring collection systems to request and receive the data;

1 Ensuring the security of data to be collected;

1 Preparing collection instruments (e.g. printing questionnairedillorg them with existing
data, loading questionnaires and data orterwiewers' computers, APIs, web scraping tools);

1 Providing information for respondents (e.g. drafting letters or brochures explaining the purpose
of the survey, notifying respondents when online reporting instruments will be made available);

1 Translating ®materials (e.g. into the different languages spoken or used in the country).

For nonsurvey sources, this sydrocess ensures that the necessary processes, systems and
confidentiality procedures are in place, to receive or extract the necessary titorinzan the source.
This includes:
1 Evaluating requests to acquire the data and logging the request in a centralised inventory;
9 Initiating contacts with organisations providing the data, and sending an introductory package
with details on the process afquiring the data;
1 Checking detailed information about files and metadata with the data provider and receiving a
test file to assess if data are fit for use;
1 Arranging secure channels for the transmission of the data.

Quality guidelines

Each stepof field implementation must be planned and stakeholders caused to familiarize themselves
with including scheduling responsible persons, powers and authorizations and resource
requirements.

The planning phase of data collection is followed by implementatioichvigh preceded by the

preparation of a draft schedule and resources plan containing the date and length of each main and sub
task, the names of responsible persons and participants, their powers and authorizations and the
(human, material and technicaisource requirements for the performance of the individual tasks. All
actors should familiarize themselves with and approve this schedule so that they can incorporate it into
their own work plan and carry out the duties assigned to them in a responsible wa

The methodsof field implementation must be identified consistently.

The principle of standardization must be asserted in the implementation of each task of data surveys; all
steps must be taken using the same method, means and content in ord¢a itert e generated
under the same conditions.

Conditions for the organization of work must be provided; only then can quality work be expected.

The conditions laid down during the planning phase must be provided for implementation. Planning
should chek whether the material and technical conditions of data collection (e.g. laptops, printed
materials, facilities needed for organization, tools needed for work and cars for transportation, etc.) and
the necessary human resources (a satisfactory numbeistdcarily qualified organizers,

interviewers, data recorders, transporters, etc.) are available. The financial resources needed for
implementation must also be prepared (e.g. the costs of printing and training and the fee of
interviewers, travel expensand postal charges).
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The channels and platforms of the flow of information needed for organization must be established.
Accurate, ugto-date and timely information is a fundamental condition for work. There may arise
difficulties during data collectionr new measures adopted. Stakeholders must be notified of such as
quickly as possible so that data collection can be continued seamlessly. Field experience must be
exchanged, problems reported and probsaiving proposals quickly communicated.

One of themost important quality requirements of data collection operations in the field is a reliable
list of addresses. This must be prepared accordingly.

Before a list of data provider's addresses is drawn up must be preceded by the maintenance of addresses
when addresses are clarified and validated. We check whether an address is still valid and any
information on its modification has been received. During the live operation of data collection a revised
accurate list of addresses is required so that deaddeguantitative requirements can be met.

Great store must be set by the preparation of the interviewing staff because their work affects the
guality of data fundamentally.

Even the most appropriately selected and designed measuring tool (ques)jararaitield the right

results only if those in charge of data collection have the right knowledge and are appropriately
prepared to collect information in accordance with the expectations. Therefore, their training and
preparation play an important roledarequires careful planning and implementation. What needs to be
thought over is the number, qualification and expertise of the interviewers and the knowledge they must
acquire in order to be able to perform their work. Their preparation needs to bizedgarmether they

are trained at a central location orgite, how they need to be trained and what channels should be

used to communicate the necessary knowledge to them.

The quality of how prepared interviewers are must be ascertained.

A list of selfrevision questions facilitating the understanding and the processing of the training and
support materials provided for the preparation and providing feedback on how extensively those
materials have been familiarized with should be compiled. In the €asere difficult or novel

surveys, tests providing feedback on the acquisition of the relevant knowledge should also be compiled
and the availability of practical skills (e.g. the use of laptops) should be tested in the form of personal
tuition. Novice inerviewees should be accompanied to the first few interviews so that any difficulty

that may arise can be detected immediately. However, this does not provide a comprehensive overview
of their abilities yet. That can be resolved by the application of titeagion time scheme. Old

interviewers should sometimes be checked to see how prepared they are for the interviews.

The training programme as well as the training and support materials provided for the preparation
should meet the applicable professionalpectations and be adjusted to the level of the knowledge of
those concerned. Before finalization these must be tested. Several different forms of training should
be used.

Those participating in conducting surveys should be prepared in as versatile a asgmossible.

Possibility of home study facilitating the convergence of those with a differing level of knowledge
should be granted; it encourages individual solutions and makes classroom tuition efficient because it
can focus on the summary of the maainps and practical knowledge.

We should bear the different ways in which individuals study. Therefore, teaching materials should
conform to the different forms of internalization and understanding: they should be both textual and
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visual; in the case obbls teaching forms promoting practice (e.g. notes, films, tools, personal tuition
and consultations, etc.) should be preferred.

Teaching materials must be tested by their future users, based on which the necessary adjustments
should be made.

Regional or@nizers training interviewers must also be prepared if training is not held at a central
location. Here too, standardization is necessary because local organizers and trainerprouite
information for all the participants of the operation in the samearmer and with the same content.

Regarding the oral part of the training programme for interviewers, uniform materials to be used in the
classroom e.g. detailed scenarios, presentation materials and support demo material, etc. should be
prepared for locakainers. Texts should be uniformly worded lest trainers should come up with their
own ideas (these can feature on the notes section of slides used for presentation purposes).

In the course of the preparation of data collection we should explore thermig@kin the relationship
established with data providers and make sure that they are properly informed and encouraged.

Containing the characteristics of the target group to be reached, the forms, manners and channels of
contacting them, and informatioo be provided for them, a communication plan aimed at establishing
a relationship with data providers should be made.

Prior to actual training and as part of it, we should assess the availability of equipment in the
classroom.

In the course of the traimy various devices e.g. overhead projectors and computers, may be needed,
therefore, their availability must be checked in advance.

Both the satisfactory number and quality of the staff with respecbtganizationand preparation
and the even spread ofubden must be ensured.

Providing the conditions of work, assistance with work (appropriate infrastructures, tools, sensible
deadlines and continuous availability). The optimal staffing level must be identified: staff includes both
interviewers anarganizrs(organizersrepresentativeoordinatorsregional contact persons and
interviewers) and those in charge of the urging and receipt of data. Continuous relationship and
exchange of information between the individual participants is indispensabled@mrgfirganization
co-ordination and preparation.

It is important that a stable staff of interviewers be created, trained and further trained and that the
motivation, satisfaction and loyalty of staff be increased. Besides providing tools and training fo
interviewers to boost the efficiency of their work, we should strive to motivate them and ensure their
commitment to the office.

Even spread of burden should be reached during the procaigmofzation Satisfactory attention must

be paid to feedbackndnformation gained during the receipt and urging of data, e.g. useful for future
operations, feedback on the cause of missing data, changes in contact details and continuous update and
maintenance of address lists, etc.

Punctuality at each juncture offtte organizationof data collection is important and deadline should
be met.

Punctuality at each juncture of tbeganizatiorof data collection is important and deadline should be
met so that work can be performed as smoothly as possible and receiveahdagsas accurate as
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possible, (when e.g. a list of data providers is drawn up, questionnaires are pdrgedalized
guestionnaires are compiled, electronic questionnaires are programmed, a list of addresses are drawn
up, the scope of businessedderitified and questionnaires are communicated to the stakeholders).

General and professional training and preparation must be provided for the interviewers.

Key to successful data collection in the case of intertige surveys is the professionalism of
interviewers. Therefore, they should be provided with the tools needed for data collection and receive
professional and general training. The objective of professional traininggisticarize interviewers

with the data collection at hand and the relateacepts (e.g. familiarity with the questionnaires and the
objective of the given research). General training includes familiarity with field work (interviewing
techniques, conflicts in the field, etc.)

A list of the addresses to be visited must be drayn

Clarification and the maintenance of addresses are both very important when population and
institutional data are collected.
Based on the contact information provided on the cover sheet of the individual questionnaires,
information on the seat of hugsses and other data on them are maintained in the BR and data on
contact persons are managed in the BR as well.
The following should be considered:
1 identifying and reviewing the appropriate respondents, checking and screening samples,
removing those oside the sample and including those left out;
9 validation of addresses, visiting addresses (whether addresses (institutions) exist);
1 keeping record of changes in addresses, improving and maintaining register data in the case of
institutional data collectign
1 interviewerfriendly districting, list of addresses, business cards providing assistance with
work;
9 validation of addresses, visiting addresses;
1 in the case of institutional data collection contacting (mainly by phone) the respondents to
report data intte following year and senior officers

Factors affecting data collection must be explored and fields must be prepared.

Whenpopulation data are surveyed regarding fields, it is important that geographical conditions,
settlement structures, road condisp maps, itineraries and accessibility should be checked.
Information for organisers and interviewers on local conditions (during preparation and in guides).

A control system must be set up in advance and the steps of data collection documented.

In thecaseof institutional statistics, continuous maintenance of the contact details of businesses by
means of the IT software applied. Based on the characteristics of the business (statistical NACE codes,
classification of businesses according to their busif@sns, staff categories, status codes, etc.),

updating the scope of data collection.

Local event calendars: events that may hinder data collection (special features, events and holidays).
A schedule for checking interviewers and data must be establiaibd;case of computa@ided data
collections hoppingand internal audits must be incorporated into the schedule, and messages alerting
to mistypes and internal inconsistencies must also be made part of it. They all contribute to improving
the quality ¢ data.
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An efficient control system should be established for the forwarding of questionnaires and their support
materials in the course of supplying printed materials and the receipt o)datehorizedhccess to
information must be prevented. So mustd of data arising from system errors and human factors.

A survey of incoming questionnaires shoulddoganizedthe persons in charge of this activity, the
number of the questionnaires to be surveyed, tasks to do if difficulties are encountered).

In the course of data collection those in charge of direction mplareor modify the process on the
basis of performance and quality indicators.

In the case of hard copy data collection, a letter of request, a letter from the president, a diary and a
guestionaire are sent to data providers.

Preparationfor unexpectedifficulties

Preparations must be made for the unexpected, such lazielowrof mobile devices or the

unavailability of arinterviewer Inthef or mer ¢ a s e s p aavadabléinadatabaspcomeo r P D A
in handy. In the latter casiee addresseawot visited must ballocated tadhe available interviewers or

there should be substitute interviewers, whould receive professional preparation and familiarize

themselves with interviewing d¢aniques (if they have not conducted interviews yet). A pool of

substitute interviewers who could step in if unexpected difficulties are encountered should be set up.

In the case of multichannel data collection various methods ofganizationsmust be bought in
line with each other.

If data are collected via more than one channel, both interviewers and telephone operators should
receive training in personal interviews and interviewers should also be aware of the availability of the
web-based completioof the questionnaires. It is important that interviewers should be familiar with

the advantages, disadvantages and purposes of the method.

Experts should prepare data collection appropriately so that data can be satisfactorily connected after
field work. Various channels must be brought in line with each other (e.g. respondents should not be
disturbed as long as InterAgsed completion is available).

Reliance on the experience of previous data collections and pilot studies.

If time and financial meansepmit, a pilot study should be conducted, which can offer useful
experience. This can fine tune the letter of request and improve training and questionnaires etc.
Reliance on experience can reduce-sampling errors, as a result of which the quality ¢hdan also
improve. This is especially important because the extent eampling errors are difficult to manage
ex post.

We should also rely on the experience of earlier data collections (e.g. focus group surveys).

Preparation can be particularly inrgemnt if:

We intend to use a new data collecting tool.

Questions have been revised and replace with new ones.

Additional questions have been included, which may have a contextual impact,

Data collectontools have undergone material changes.

Data provider®r respondents and interviewers should participate in preliminary tests.

=A =4 4 4 =4

Quality Dimension
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Cost effectiveness

Accuracy and reliability
Timeliness and punctuality
Soundness of implementation
Accessibility and Clarity

< <K<K <L

Possible quality indicators

V Dimension of the test/field pilot compared to real survey

V' Number of documents prepared for organization and training

V Estimated time frame for subsequent phases angradesses and divergences from planned
one in design phase

V Percentage of materials adedely archived (e.g. easily retrievable; properly labeled; retention

period indicated)

Number of meetings and forums aimed at information transfer in the preparatory phase

Assessment of major error sources from the Pilot (e.g. coverage, nonresponsemeasu

and process errors)

Ratio of data collection staff to participants in organization and training

Number of days spent on preparation relative to the number of implementation days

Number of the forms of training where different methodologies weré us

Number of material prepared for training

Costs of organization and training relative to those of surveys

Number of successfully prepared interviewers, test result

Number of corrections to addresses

Number of the forms of communication and channels am@uoviding preliminary

information for data suppliers

Cost of the individual questionnaires

Are all teaching materials available?

< <LK <LKLKLKLKKLK KL <<
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4.3 Run Collection

This subprocess is where the collection is implemented. The different collection instruments are used
to collect or gather the information which may include raw microdata or aggregates produced at the
source, as well as any associated metadata. It can include the initial contact with providers and any
subsequent followap or reminder actions. It may includenual data entry at the point of contact, or
fieldwork management, depending on the source and collection mode. It records when and how
providers were contacted, and whether they have responded. Depending on the geographical frame and
the technology use@eccoding 1 may need to be done at the same time as collection of the data by
using inputs from GPS systems, putting a mark on a map, etc. Thisadss also includes the
management of the providers involved in the current collection, ensuringpéhraiationship between

the statistical organisation and data providers remains positive, and recording and responding to
comments, queries and complaints. Proper communication with reporting units and minimisation of the
number of norrespondents contrilbe significantly to a higher quality of the collected data.

For administrative, geographical or other rspatistical data, the provider is either contacted to send the
information or sends it as scheduled. This process may be time consuming and mighftokom-ups

to ensure that data are provided according to the agreements. In the case where the data are published
under an Open Data license and exist in maeteadable form, they may be freely accessed and used.
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This subprocess may also include thmnitoring of data collection and making any necessary changes
to improve data quality. This includes generating reports, visualising and adjusting the acquisition
process to ensure the data are fit for use. When the collection meets its targetseatisct a report

on the collection is produced. Some basic checks of the structure and integrity of the information
received may take place within this spitocess, (e.g. checking that files are in the right format and
contain the expected fields).

Quality guidelines
Use the appropriate technology to ensure the efficiency and quality of data collection.

Affecting data quality immensely, data collection is often the costliest part of surveys. The rapid
development of communication technologies and ITesgs open up new possibilities of cutting down
cost while improving data security and reliability and accelerate access to data. Canpistediata
collection techniques agood examples of the new approaches drawing on the benefits of existing
techndogies (CASI, CAPI, CATI, etc.).

Efforts should be made to rely on electronic data collection as much as possible. Its advantages are that
9 Data are recorded and captured simultaneously;
1 Internal controls and skip logics can be embedded; there cantoot tmeich monitoring or control
at the respondent level,
1 Interviewers are easier to inspect;

)

T Data providers burden can be reduced.

If data are collected electronically, data providers should be granted the possibility of completing
guestionnairessing their internal systems (bo&keping, invoicing and inventory records, etc. This
requires a high level dfarmonizatiorbecause currently, not all statistical concepts (terms) correspond
to those used in bodkeeping; there are differences which ai estimated differently on the data

2

provider’s side. This was identified and correct
Efforts shouldbe madeo optimizewillingnessto respond.

Good practice capable afinimizing burden on datproviders and, hence, improving the
quality of the data.

Towards thisend,respondenshouldbe appropriately informed information, induced and motivated.

Collecion should be adopted. Respondent friendly questionnaires must be compiled in a manner tha
takes completion time into account. The use of mixed mode data collection can also encourage
willingness to respond by allowing respondents to choose the mode they prefer.

Efforts should be made to reduce burden on data providers.

Respondents must batisfactorily informed on

The objective of the data collection,

The way in which data will be used,

Whether filling out the questionnaire is mandatory or voluntary,
Data protection and the security of the data provided

The manner in which the questionmagan or may be filled out,

= =4 =4 -4 A
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i The deadlines.

Local links and channels of intermediation (e.g. opinion leaders, the media, the police and local
government s, “surfaces of presence”) where i1infor
articles, et.) can be provided may prove useful in data collection operations. Gifts to respondents may
also prove useful.

At least one contact person should be allocated to institutional data collection (sengiit@lerting

to deadlines).

Reducing burden on dapmoviders is one of the means that can improve the quality of data and, hence,
statistical engproducts.

Several means to be arranged and prepared prior data collection during the proggasizdtiorcan

be used for this purpose:

1 When data providerg@next visited, it is important that the information provided by them and
capable of correcting erroneous data be available.

1 Respondentriendly questionnaires should be compiled.

1 Inthe case of selffompletion, an enail address or a telephone numbebeaised if difficulties are
encountered must be provided in the letter of request or the questionnaire.

1 Inthe case of webased seltompletion, the percentage value of completion must also be

indicated.

1 When designing questionnaires, it is important thair length is taken into account in accordance
with the datacollecting tool in question (CATI, CAPI, CAWI, etc).

The mode in which a questionnaire is completed should be selected by data providers (mixed mode data
collection).

Information for data providers in the case of mixed mode data collection

In the case of mixed mode data collection satisfactory focus should be given on the information and
motivation of data providers so that they can be aware of the possibility of selection and select the
methal that is the most advantageous from the perspective of the quality of data and witthesich
feel the most comfortable.

Mixedmodedatacollection should be usedhenever possible.

The use of mixed mode data collection has a number of advantagesichitare meant to improve

data quality. Besides leading to reduction in costs in the long run, mixed mode data collection is also
likely to contribute to increased willingness to respond (Intdsased questionnaires are useful for
those whom interviews never find at home or who are unwilling to open the door to interviewers or
who are unwilling to provide answers to interviewers).

Data providers should be allowed the possibility of contacting someone if they encounter difficulties
during the data cdection operation.

Data providers should be helped in every conceivable way to provide good quality data safely.
Towards this end, information available at the website, a telegimsexl caltenter(providing a toll

free telephone number) andrail-basel assistance should be provided. In the case of institutional data
collection both professional and IT assistance is provided via a telephead caltenter(providing a

toll free telephone number) and amail-based Helpdesk. If data needs to be abegkor when
guestionnaires are completed, direct assistance should be provided by data processing statisticians for
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data providers with whom a steady relationship based on mutual trust has evolved due to earlier data
reporting. In the case of CAPI and CAterviewers should be prepared for the related questions.

In the case of CAWI there should be a telephone number oneil @ddress via which problems can
be reported or enquiries made. Remember to indicate the period when staff is available over the
telephone.
Quality Dimension

V Managing respondent burden

V Accuracy and reliability

V Timeliness and punctuality

Possible quality indicators

V Quality control is used to manage the quality of data collection and data capture processes.

V Support is provded to respondents (e.g. toll free number).

V Are there enough staff responsible for dealing with the respondent's questions?

V  Meaningful feedback is provided to interviewers and fieldworkers on a regular basis

V  Monitoring of fieldwork operations is done diuy data collection.

V Interviewer performance is measured for CATI,
productivity).

V Domain response rates; representatively indicators; achieved CVs of key variables in domains
of interest

0 Al. Samplingerror— indicators
V Unit nonresponse rate; item nonresponse rate; proxy rate
0 U A4. Unit nonresponserate
0 Ab. Iltem nonresponse rate
V Mode effect when more than one collection mode
0 Can only be assessed after estimation.

V Outgoing error rates; estimate of reamping error

V Delay between expected and actual start and close of collection

V Percentage of data transmitted according to the agreements with administrative data owners
(e.g. format, time schedyle

V Response rate: number of respondents/sample members

V Rejecton rate

V Item level noAresponses

V Average length of interviews

V  Proportion of proxy respondents

4.4 Finali se collection

This subprocess includes loading the collected data and metadata into a suitable electronic
environment for further processing. It maglude manual or automatic data capture, for example,
using clerical staff or optical character recognition tools to extract information from paper
guestionnaires, or converting the formats of files or encoding the variables received from other
organisatios. It may also include analysis of the metadata and paradata associated with collection to
ensure the collection activities have met requirements. In cases where there is a physical collection
instrument, such as a paper questionnaire, which is not nedadher processing, this syfvocess
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manages the archiving of that material. When the collection instrument uses software such as an API or
an app, this suprocess also includes the versioning and archiving of these.

Quality guidelines
Preparationof editing during data preparation

The most complex activities of data preparation are carried out by humans. Therefore, statistical quality
control should be applied to manual editing, coding and data capturing.

A monitoring system should be establislaedi, if necessary, corrections should be made.

In order to be able to control and oversee the data collection process, we need to establish a monitoring
system, which enables those in charge of managing data collection to keep track of all address and
guesionnaires, their status and quality in the process of data collection in the case of population data
collection. Procedural rules for control should also be laid down for institutional data. In the case of
electronic surveys control should be performenuianeously with data capturing.

In the case of institutional data collectitime collected data must be integrated into a single database

for further statistical processing.

Owing to the complexity of data collections, not all controls can be perfasméte side of data

providers; currentlyinterconnections between major data tables and data collectiocisegieed in the

IST system along the specifications and the checkpoints provided.

Organizersshould keep track of field work continuously by wdytlee IT system concerned. They

should monitor events and the progress made by interviewers. They should be prepared for any
eventuality in the interest of the documentation of experience and futufglersteonic questionnaires
should be checked continugly and be performed in accordance with the steps determined in advance
and the implementation order. (Checking incoming questionnaires: exceptionally high values, answers
to open (YedNo) questions, proportion and distribution of missing data; checkitagviewers via data
providers in person or by phone.)

In the case of institutional data collections, checks are guaranteed by observations incorporated into
Elektra questionnaires on the data provihder s si
case of data uploaded into the ADEL system. In the case of serious mistakes feedback on them can be
provided automatically or as an error message by specialist statisticians subsequent to the highest level
batch test run on the processing system. Adatomi ¢ s er i ous mistakes on the
corrected immediately, those on the processing-sgil#dsequent to discussions with data providers

are caused to be corrected or explained by statisticians.

In the course of the individual check$ @étected errors should be documented and corrected. Those
performing the checks should provide feedback to those arranging the surveys and the interviewers.

Based on the results of the checks: sanctioning and differentiation.

Performanceand qualitybased remuneration could improve the quality of work.
Addressvisitsshouldbeaccurately documented.

In order to ensure tlaecuracyof addressethe address registeshould be documented as accurately as
possible. In the long run, this can save timé afforts, which, in turn, improves the quality of data

because sampling is based on an accurate register of addresses. Similarly, address registers must be
maintained continuously.
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Failures and nonresponses should be treated and documented accurately.

It is important that failure codes and a@sponses should be recorded accurately (by interviewers) and

that addresses be maintained and address registered updated (by statisticians) during data collections. In
the case of institutional data collectioitss important that causes of why questionnaires fail to arrive

should be recorded. One reason for that is the assessment of surveys and the other is the determination
of scope in the periods to come.

Efforts should be made at the alignment of failurdesobecause such could improve the comparability

of surveys and the alignment of financial settlements

Reducing the number of the errommaterializingduring data capturing.

A feasible solution to reducing the number of the emuaerializingduring data capturing is computer
(CAPI and CATI, etcaided surveys) i.e. electronic data collections (CASI). In this case corrections can
be made during data collection. Internal audits pointing out internal inconsistencies and mistypes to
interviewers should bembedded in thehecked.

In the case of institutional’ thé dataaprovidedy thecdatd o n s ,
providers (by way of Elektra) during the data collection operations for which they are respaornsible a
uploaded into the ADEL system by running the highest level batch error monitoring progrtieyne;
check data on the level of data providgngyvide feedback on errors to those submitting the data
and cause errors to be corrected and explalngtle case of population data, internal inconsistencies
mustbe identified, and if difficulties are encountered, qataviders or interviewers must be contacted
again.

Timely preparation of editing

Objective:utilization of experience for future surys:

1 Assessment of the work performed with the involvement of the participants; feedback
meetings, workshops with the involvemenbodanizersinterviewers, respondents and the
staff in charge of data capturing (scenarios, protocols and attendance sheets)

1 Documenting and archiving the results of data collections

1 Reports reflecting quality, weekly, monthly, periodical and-efithe year closing reports
production of indicators: quality reports

1 Respondent satisfaction analyses

1 Documenting, evaluatiomd utilization of the errors identified in the courseasfalyzingdata
in the questionnaires recorded,;

9 Validation

1 Measuring user satisfaction.

Checking data collections preparatiorof documentation upon the evaluation and closing of the
work

Editing isoften a complex process. Therefore, detailed aradate procedures, along with the
appropriate training, should be applied to those participating in the control of work.

Lessons should be learnt from editing and in order to reduce the number obthevee should prefer
prevention rather than esal-the pipe reactions. That is, prevention should take priority over error
correction (questionnarplanning, guide to completi@tc.). Towards this end, editing should be one
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of the first things to do isurveys, especially if respondents are still available, as is the case of CAPI,
CATI methods.

Upon closing data and interviewers must be checked in accordance witbt@nmined steps (e.g. the
number of the interviewers and questionnaires, the questiored to check interviewers posed to data
providers).

Quality Dimension

V Costeffectiveness
V Accuracy and reliability

Possible quality indicators

V Discrepancy between planned versus actual collection; costs
V Percentage of collection activities tmagt requirements (assessed through analysis of
paradatg)
V Outgoing error rates; estimate of no sampling error
V The rate of ovecoverage: The proportion of units accessible via the frame that do not belong
to the target population (are enftscope). Theate of ovefcoverage is applicable:
0 to all statistical processes (including use of administrative sources);
0 to producers
V' Number and type of corrections during data capturing
V Number of ex post corrections

5. Process phase

Process
53 5.5
51 52 Re 54 Derive 5.6 5.7 58
Integrate Classify ¥ l:w Edit and new Caleulate Caleunlate Finalise
data and code o impute variahles weights aggregates data files
validate and units

This phase describéise processing of input data and their preparation for analysis. It is made up of
subprocesses that integrate, classify, check, clean, and transform input data, so that they can be
analysed and disseminated as statistical outputs. For statistical qutalused regularly, this phase
occurs in each iteration. The splocesses in this phase can apply to data from both statistical and non
statistical sources (with the possible exception ofmalgess 5.6 (Calculate weights), which is usually
specific to sirvey data).

The "Process" and "Analyse" phases can be iterative and parallel. Analysis can reveal a broader
understanding of the data, which might make it apparent that additional processing is needed.
Sometimes the estimates being processed might dedglpublished aggregates (undertaken according
to a Revision Policy).
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Activities within the "Process" and "Analyse" phases may also commence before the "Collect" phase is
completed. This enables the compilation of provisional results where timelirmessnportant concern
for users, and increases the time available for analysis.

The “Process” phase i-procdssed(kckema abavey,whicdhmayde ei ght s
sequential, from left to right, but can also occur in parallel, and can be iterdtese Suiprocesses
are:

5.1 Integrate data

This subprocess integrates data from one or more sources. It is where the resultpraicagses in
the "Collect" phase are combined. The input data can be from a mixture of external or internal sources,
and avariety of the collection instruments, including extracts of administrative and othstatcstical
data sources. Administrative data or other-statistical sources of data can substitute for all or some
of the variables directly collected from surva@yis subprocess also includes harmonising or creating
new figures that agree between sources of data. The result is a set of linked data. Data integration can
include:
1 Combining data from multiple sources, as part of the creation of integrated statisticas
national accounts;
1 Combining geospatial data and statistical data or othestatistical data;
91 Data pooling, with the aim of increasing the effective number of observations of some
phenomena,;
9 Matching or record linkage routines, with the aintioking micro or macro data from different
sources;
9 Data fusion integration followed by reduction or replacement;
1 Prioritising, when two or more sources contain data for the same variable, with potentially
different values.

Data integration may take pkaat any point in this phase, before or after any of the other sub

processes. There may also be several instances of data integration in any statistical business process.
Following integration, depending on data protection requirements, data maydestdied, that is

stripped of identifiers such as name and address, to help to protect confidentiality.

In surveys in which some data sources are used, these data sources should be integrated and prepared in
order to enable further statistical processingerms of registered resources and variables recorded in

them, data from various sources are integrated through defined identifiers. Integrated data is stored in

the production database. Any reported data or data obtained from an administrative soubee mus

provided with a variable changeable status. A list of process unitsativadtbe integrated is prepared.

These units are then integrated on the basis of other coatatetd guidelines or a procedure for their
integration.

Quality guidelines

As afirst step, specifications have to be laid down for the integrated datasets.

By setting our goals, we decide on the variables on which we will focus during data integration. There
is a difference between a situation where we link data for the purposes tésearch, analyses or

methodological development or for a temporary period and the situation where we wish to create a
database which is the data source of official statistics.
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Close attention must be paid to data quality control in respect of datgrated or to be integrated.

The quality of secondary data must be checked from-fetated perspectives and along logical
correlations. We must check whether the proper logical correlations exist within one single record or
the entire data file. E.@dministrative data sources may sometimes be obsolete. Institutions providing
administrative data must be notified of errors occurred by way of reminding them of their having to
make efforts to avoid similar errors in the future. It is important thaysesland estimates from
integrated datasets should be as accurate as possible.

Efforts should be made to render datasets linkable.

It is important that secondary data be available in a format suitable for being linked and, if possible,
each furnished wiht a uniform unique identifier. In the case of administrative data sources it is
sometimes the case that e.gnidnbers arenissing. Another source of difficulty is when e.g. available
addresses are in differing formats. It is easier to link data froraussurveys with a higher degree of

accuracy if questions aimed at receiving certain data are consistent, i.e. the same questions are asked.

Data to be integrated must be prioritized in a manner that takes data quality and how satisfied the
proper correhtion between variables into account.

If the value of a variable pertaining to a single statistical case is available in more than one data source
and these values are different, we need to decide on the data source whose variable we wish to accept.
Priorities must be adhered to consistently, and attention should also be paid to the consistency of the
data belonging to the same record.

We should usereliably functioning methods to integrate data.
Internationally adopted methods should be preferred.

Usereliable tested software.
Use internationally adopted software or test internally

Document all the operations carried out during integration.

Alterations to original datasets must be documented. This is also required for the availability of all
necessarand available information on data quality

If possible, the errors identified during data integration should be used in both the integrated and the
original datasets.

This step also helps to improve quality of original data.

If the accuracy of data i€alled into question, use further data sources during data integration.

E.g. public data available on corporations and entities on the Net can also be used.

Based on feedback on the accuracy on data in integrated datasets, datasets should be modified.

If e.g. address registers are updated on the basis of administrative data, information on the cases where

guestionnaires failed to delivered should also be used. In the case of preliminary data and estimates,
revisions should be based on data clarified late
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All data integration tasks must be carried out in accordance with data protection rules.
We must be familiar with the applicable data protection laws. We should also remember that the linking
of two datasets carries further disclosure risks.

The numbe of the errors during data capturing must be reduced.

A feasible solution to reducing the number of the emeagerializingduring data capturing is computer
(CAPI and CATI,) i.e. computer assisted data collections (CASI). In this case correctidnesroade
during data collection. Internal checks pointing out internal inconsistencies and mistypes to
interviewers should be embedded in the process.

Data capturing must performed accurately.

Provision of the technical conditions (quality hardware B@sting of data capturingrograms.
Documenting the errors identified and corrected during data capturing by meansiefiped error list
(separation of the producer databfieen the user databas@jonitoring data capturing (current status
of work).

Accordance provided in advaneeth criteria

The interviewers and questionnaires, the questions aimed to check interviewers posed to data
providers).

Documentatiorupon the evaluation and closing of the work

Objective: utilization of experience for fire surveys:

1 Assessment of the work performed with the involvement of the participants; feedback
meetings, workshops with the involvement of organizers, interviewers, respondentb@nd
staff in charge of data capturing (scenarios, protocols and attmdheets);

1 Documenting and archiving the results of data collections;

1 Reports reflecting quality, weekly, monthly, periodical and-efithe year closing reports,
production of indicators;

1 Quality reports;

Respondent satisfaction analysis;
1 Documenting, ealuation and utilization of the errors identified in the course of analyzing
data in the questionnaires recorded.

=

Quiality dimension

V  Methodological soundness
V  Accuracy and reliability

Possible quality indicators

V  ESS QPF A3. Common un#- proportion
V  Number and type of corrections during data capturing
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5.2 Classify and code

This subprocess classifies and codes the input data. For example, automatic (or clerical) coding
routines may assign numeric codes to text responses accordingetdedgrmined statistical

classification to facilitate data capture and processing. Some questions have coded response categories
on the questionnaires or administrative source of data, others are coded after collection using an
automated process (which ynapply machine learning techniques) or an interactive, manual process.

Quality guidelines

When selecting coding methods, it is important that close attention be paid to the accuracy of data,
the costs incurred and timeliness.

In order to be able to st the optimal solution from among options like papesed coding,

computeraided coding performed by experts and automatic coding, we need to test the various methods
available. It is important to remember thdh the case of paper based data colbectithe cost of

recording opefended questions incur additional costs to those of compasistedoding; however,

the texts thus recorded can be used in the future as well.

Coding must be planned in advance.
In the case of manual coding the coding #itanust receive consistent (uniform) training.

The coding plan should include scheduling, the requisite human resources and any other emerging
costs.

It is important that each member of the coding staff should have identical knowledge in respect of both
guestionnaires and classifications. Equally important, if new office directives are issued during-coding
based on quality controlsthey must be communicated to all members of the staff.

In the caseof computer assistednanual coding, editing rules shdd be embedded into coding.
The algorithm of the automatic coding must be checked for efficiency and accuracy.

Control rules (e.g. validity of codes, logical connections) help coding staff to identify mistypes (in the
case of lists, selection errors)eddy during coding; furthermore, they also accelerate editing.

The testing of accuracy must be performed by experts, who, using a sample, check the reliability of the
values coded by the algorithm.

Code dictionaries used for coding and additions to sudttidnaries must be approved by
acknowledge experts in the area.

Coding can be regarded to be a-stlfdy process. Coding an increasing number of textual fields
contributes to additions to coding dictionaries, which, in turn, makes both automatic aodiogding
performed by experts more efficient. It is equally important that only elements approved by experts be
included in dictionaries.

The accuracy of coding must be checked at all times.

The checking of accuracy, ultimately quality control, muspédormed on random samples. It is
important that- in the case of manual codirghecking should cover all members of the coding staff
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and, in the case of automatic coding, each instance of addition to dictionaries or each algorithm
modification. Checkig must be performed independently by the best coding staff of the specific area.

Coding staff must provide feedback on the results of the quality control performed on coding.

A summary of frequent errors can be good practice and is a good sourceroftido for all members
of the coding staff.

Quiality dimension

V Methodological soundness
V Accuracy and reliability
V Timeliness and punctuality

Possible quality indicators

V Compliance rate of classifications of input data to thedetermined standard érnational
classification and national versions of international classification scheme

V Compliance rate of coding of input data to the-gf=rmined standard coding scherRatio of
coding according to various methods = number of records coded by meagyei
procedure/total number of coded records

V Ratio between the number of values automatically coded and the total number of values
submitted to coding.

V Proportion of statistical units which cannot clearly be classified or mapped.

V Delay between expesmd and actual timing of adapion of correspondence tables.

V Ratio of erroneously coded records = number of erroneously coded records/total number of
coded records

V Nomenclature

5.3 Review and validate

This subprocess examines data to identify potmiroblems, errors and discrepancies such as outliers,

item nonresponse and miscoding. It can also be referred to as input data validation. It may be run
iteratively, validating data against pdefined edit rules, usually in a set order. It may flag diat

automatic or manual inspection or editing. Reviewing and validating can apply to data from any type of
source, before and after integration, as well as imputed data frepratdss 5.4 (Edit and impute).

Whilst validationPiece¢esedtpbdass, pantpodctheec,; s o
occur alongside collection activities, particularly for modes such as computer assisted collection. Whilst

this subprocess is concerned with detection and localisation of actual or potential arry correction

activities that actually change the data is done inpsabess 5.4 (Edit and impute)

Prior to the integration of administrative resources it is necessary to clean up all the resources and
decide whether they contain errors that caitgp integration. In the first step, based on defined
controls, errors are detected and printed. In the second step based on the content of the instructions,
manual or automatic corrections apply. If the data are problematic (inappropriate), the ingtifaitio

sent the information is required to retransmit the data.

Regarding the data level, editing procedures can generally be divided into micro and macro editing

data. In processing data at micro level, the procedures are implemented at the lewatobinehits,
ie. at the level of microdata. Data conversion at micro level varies depending on the method of data

72



collection, terrain or observation via (telephone, paper questionnaire (data jumble through optical
reading).

In surveys conducted on thielfl with laptops, logical checks are applied during the interview. After
interviewing the dataareintegrated into a common file, where necessary, detected errors are corrected
manually or automatically.

In surveys with paper questionnaires, after rapisting and capture of errors through optical readers,
logical checks should be implemented. The detected errors are corrected manually or automatically.
Macro Editing- In a narrower perspective, editing at the macro level means identifying and lagalizin
errors in the aggregated data already. If by mistake or a dubious data value at macro level data is
detected, it should be checked and, if necessary, corrected at the micro level.

Quality guidelines for validation
The validity of recorded data must lmhecked.

A validity check must be performed on possible ranges, code values and nomenclatures. Outliers,
intervals, data correlation (within and between records and among files) and thechadent
relationships between the individual files must be erachiand checked (as per the identifiers
provided).

Control criteria must be laid down already during the planning of data collection.
Correlation between the individual data must be taken into account already during planning.
The scope and range of thehecks performed must be revised periodically.

The objectives of check rules and specifications are to ensure data consistency and to monitor the
guality of data collection. Systemic errors are especially useful from this point of view because they are
likely to identify such questions in the questionnaires that are harder to interpret.

The consistency of indicators with identical contents from various statistics must be ensured.

Data comparison requires substantial expertise and circumspection bagans#ia comparison does

not work or only partially does so.

Differences between concepts and nomenclatures must be checked separately for each indicator. Data
can be compared with differences between concepts and nomenclatures borne in mind.

When consistecy checks are scheduled, attention must be paid to the deadlines set in respect of final
data production regarding other data collection at the office.

In order to use dataand information sources in sufficient number and quality, all statistics and alll
administrative data sources available at the time must be used for meso validation.

In the interest of the most reliable and accurate data possible, the largest possible number of data
sources must be used.

Data maps show comparable indicators and thgility.

In the case of intrgear (monthly, quarterly) sales data we also use, e.g. VAT data. For annual
indicators we also useeports and corporate tax databases.
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It is sometimes the case during the examination of the possible causes of inconsisiancéztain
(data or textual) information can only be found in the notes or annexes from which it must be manually
retrieved.

Methods of comparison should always be selected or adopted in accordance with the relevant
purposes.

When new control is to heerformed, the primary goal and the methods of the control should be setin a
manner ensures that the control to be performed is efficient and is able to explore the largest possible
number of inconsistencies.

For instance, when comparing infraar and anual export sales, it is important that differences arising
from exchange rate changes be taken into consideration.

E.g. when produdevel export data in industrial statistics are compared with foreign trade product
export data, first the twNACE classficationsmust be reconciled using the &N\PA conversion table.

Errors exploredduring validation must be corrected at a mictevel and all data thus modified must
be tagged.

Errors identified during or after processing are all corrected at a+helgo The objective is that
existing processes receive feedback on the results and experience and, as a result, more consistent data
can be generate already in the first phases of processing.

Decision on whether or not published statistics based on earl@adhould be revised on the basis
of the revision policy.

Quality Dimension
V  Accuracy and reliability
Possible quality indicators

V Rate of actual errorddentification of incorrect data (actual errors) in the processing stage
missing, invalid oinconsistent entries or that point out data records that are actually in error.

5.4 Edit and Imput e

Where data are considered incorrect, missing, unreliable or outdated, new values may be inserted or
outdated data may be removed in this-puiicess. Théerms editing and imputation cover a variety of
methods to do this, often using a Fblesed approach. Specific steps typically include:
1 Determining whether to add or change data;
Selecting the method to be used;
Adding/changing data values;
Writing the nev data values back to the data set, and flagging them as changed;
Producing metadata on the editing and imputation process.

= =4 -8 4

In more detailed, specific stepslude:
V Determining what the given should be added and changed.
V Selection of the imputation mettho
- Adding or changing the data.

74



- Adding new value$o the datasets and marking them with an additional variable.

V  Produce quality indicators related to imputation and editing.

V  With appropriate statistical methods, we estimate the data we were unable to obtain at the
data collection stag@&he missing data). There are many imputation methods, but basically
they can be divided into two groups:

- Deterministic Methods: The predicted value is calculated byanalytical
procedure using theroper deterministic function.

- Stochastic Methods: Thealculation procedure for estimates fmissing valuess
based orthe procedure using a probabilistic mechanism.

Edit
Quiality guidelines for editing

Editing must be prepared in advance.

Editing is often a complex process. Therefore, we must applg-dpte procedures and hold
appropriae training for all who participate in the editing process.

Lessons should be learnt from editing and in order to reduce the number of the errors, we should prefer
prevention rather than ertd-the pipe reactions. That is, prevention should take priovigy error

correction (questionnaire planning, guide to completion etc.). Towards this end, editing should be
implemented in the phase when respondents are still available, as is the case-o€CE8ARPkNd

CASI-type methods.

In the case of computassised selfcompletion (CASI), fundamental checkings that can be performed

in the questionnaires themselves should occur o
and institutional data collections.

Overcorrecti on s h o u lotdall inte thestrapoof what id calledl areativesediting.

The usefulness of editing may prove limited and the process may even turn out to be counter

productive. Over editing may lead to a point where the same number of errors are entered into the
system a have been removed. Therefore, es@rmrection is to be avoided. Over editing means that the
person who plans editing asserts his own ideas in respect of the data edited and distorts the validity of
the conclusions that can be drawn from the resultsifiCiion of the errors identified during

processing, correction of errors discussed with and agreed upon with data providers before data closures
and explanations may help avoid ceerrection and provide a true picture of the current situation.

Thus thee are appropriate explanations and reasoning arguments underpinning difference in variables.

Each step of editing must be documented and performed in a manner that ensures irretrievability.

Differences between received and edited data can be examitheshtigfactory circumspection only if
both versions are available and we have clear information on how the final data have been created.

The process should be uniform and transparent for all participants.
The process should be rendered uniform and stamgifor all participants and as free from errors as
such is reasonably possible. A group of experts may also be involved providing assistance with

addressing complicated cases. Another advantageous solution is the centralization of data preparation if
sich can reduce costs and simplify the utilization of expertise.
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Set great store by the significance of errors and respondents.

In the course of editing the proportions of remarks indicating actuabkas generally very low.
Furthermore, the impact ofrers can be very different.

The importance of systemic errors must be taken into account.

In other words, it is not unusual that only a few errors are accountable for the majority of changes. If we
focus on these errors during editing and abandon gzedticorrecting more specific ones, the quality

of data will not deteriorate significantly. Error priorities can be based on the type and frequency of
errors and the significance of the variable concerned.

Efforts should be made to focus on detectingrmaadaging systemic errors, which can lead to major
distortions, however, can be easily explored and managed (even automatically). Such errors include,
e.g. measuring errors, mistypes, erroneous signs and rounding errors.

Keepng manual minimum

As manuakditing is not a cost and time efficient method, it should be applied only to a small number
of records, mainly to serious and/or critical errors. Inherent dangers are over or creative editing.

Use automated procedures.

Editing is perhaps the most labaansuming part of data processing taking up considerable amounts of
time. If there are time constraints, a balance should be struck between very careful correction and
speed. Towards this end, automated procedures capable to identify errors of vargigriogpwith
satisfactory reliability and, if necessary, correct them should be used and only in highly justified cases
should expert intervention be resorted to.

Efforts should be made to reduce burden on data providers.

One of the objectives of editinig to exclude the lowest possible number of respondents from analyses.
At the same time, however, attention should also be paid to the importance of reducing respondent
burden.

In the course of editing, the level of control and the types of errors mist Ae taken into account.

Different (informative, acceptable, serious and critical) categories of errors call for different steps of
editing.

Feedback on the results of editing should be incorporated into the planning phase of questionnaires.

Conclusiams drawn from the results of editing can help to improve the structure of questionnaires,
which, in turn, improves the efficiency of analyses.

Conclusions drawn from editing should be used.

By doing so, we can provide detailed information on the qudiispeys.

The (time, cost and resource) limits of editing should be taken into consideration.
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As deadlines are increasingly tight, we should strive to optimize editing.

Impute
Quality guidelines for imputation

Distinction must be made between the typésnissing values.

Although the simplest representation of the absence of data is the value NULL, it does not necessarily
describe it accurately. Therefore, cleatidction must be made between

i zero,

0 missing values anldgically impossible data.

In theabsence of such distinction we may easily take values into account that we should not or miss
actual genuine values, which leads to inaccurate distorted estimates.

The cause of the absence of data mustaalyzed

Before imputation, we need to expldhe structure of data absence: we need to identify respondents

and the variables where data absence emerges and frequency. Such analyses help arrange the procedure
of imputing data (identify the variable where we should start the process) and classifdesgp in

homogeneous groups as per the data missing.

When selecting a method for imputation, it is important that the characteristics of the model are
carefully checked.

Imputing data is alwaysiodeling our ideas about data, changes in them andabsgnce.
Attention must be paid to correlation between data in the course of imputation

Imputation is expected to produce results close to genuine answers. One of the requirements is that the
data thus supplied should not be at variance with genuinecass

Imputed data should be tagged.

The impact of imputing can be monitored and evaluated only if we can separate the imputed values and
from the original values. This can be particularly important in the case of panel surveys because the
repeated usef émputed values may distort results significantly while it denotes a stable status where in
fact we do not know what has happened.

Imputing should be restricted to the lowest possible level.

Imputation should be provided at the lowest level of ansvW@issisible and appropriate. Thus the
summary questions of questionnaires and/or generated variables (total turnover, total income) can be
produced in the same manner as in the case of complete questionnaires. In this manner we can also
produce conflicfree questionnaires. The drawback to a procedure like this is that substitution may

include several steps.

We shouldsimulate the procedure and tegton respondents
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The efficiency and impacts of imputing are hard to measure accurately because oftesitige mi
answers cannot be imputed. Therefareen establishing an imputatipnocedure, it is important that
nonresponses approximatingality be simulated among respondent and impute such artificial missing
data. In that way we can test the procedubeistly and obtain a picture of its impacts and can compare
the results, advantages and disadvantages of the individual imputing operations.

There is no final list of imputing methods.

The selection of the right imputation procedure depends on a nufrfaetars:
Absence of data,

The nature of the variables to be imputed,

The available IT equipment,

Knowledge, expertise

Time.

= =4 =4 4 =4

Procedures aimed at imputing data can be grouped according to their characteristics. A humber of
aspects can be considered inwweking out of the method.

The uncertainty carried by imputing should be taken into consideration when estimates are made.

Models used in procedures aimed at imputing missing data are always imperfect because, generally
speaking, we cannot incorporatéthe elements into the procedure that have produced the results.
Therefore, the procedure itself should be one that can take the variety of possible values into
consideration, i.e. it contains some stochasticelem ( +¢ ) .

Imputing methods musbe revising at regular intervals.

Imputation procedures can provide optimal answers only in respect of certain data and only in certain
periods. The characteristics of the observed populations may change over tintiee ireodel that is

valid at the time when the imputation procedure is worked out may become obsolete and the tools at
our disposal may also change. Therefore, it stands to reason that the imputation procedures be revised
from time to time andfinecessary, replace them with more accurate and more appropriate ones in
accordance with the new circumstances.

Subsequent to imputation data shoubed checked in accordance withe editing rules applied
earlier.

When imputation is over, the necessalngcks must be repeated.
Quality dimension: Edit and mpute
V Accuracy and reliability

Possible quality indicators

Editing
V An indicator of an edit's effectiveness would be the rate of false negative or false positive
assessments.
V Modification rates: nutmer of modified records/total number of records (in data files)
V Modification rates can also be calculated in respect of observation units.

78



V Deletion rates: number of deleted values/total number of records (in data files)
V  Proportion of unmodified empty cellsumber of unmodified empty cells/total number of
records
V Ratio of unmodified values: number of unmodified cells with answers/total number of records
V Rateof robustness of outliers for key variables
1 Robustness of Outliers = Corrected/Discarded Outli€tal detectedutliers {This
indicator will measure the quality of an outlier detection process)
V  Proportionof units with conflicting information

Imputation
Often, indicatorscharacterizingmputed values rather than those typical of process tyuate
included in quality indicators.
V Imputation rate
1 The indicator is expressed as the ratio of the number of replaced values to the total number
of values for a given variable.
1 The imputation rate is applicable:
0 to all statistical processes (with mocdata (e.g. direct data collection and
administrative data);
0 to producers.
Proportion of missing answers subsequent to the imputation
Extent to which administrative data was used for imputation.
Proportion of imputed answers ex post failing to confayrodntrol criteria
Forecast accuracy: distance between actual and imputed values during testing (such slightly
unclear wording is deliberate for it depends on the imputed variable):
9 discrete variables: some degree of classification acgy@accuracy oflassification or
variance in the likelihood of classification)
9 continuous variables: residual variance (excluding the issue of homoscedasticity)

< <K<

5.5 Derive new variables and units

This subprocess derives data for variables and units that are not expiiwthided in the collection,

but are needed to deliver the required outputs. It derives new variables by applying arithmetic formulae
to one or more of the variables that are already present in the dataset, or applying different model
assumptions. This deity may need to be iterative, as some derived variables may themselves be based
on other derived variables. It is therefore important to ensure that variables are derived in the correct
order. New units may be derived by aggregating or splitting datfie@ction units, or by various

other estimation methods. Examples include deriving households where the collection units are persons
or enterprises where the collection units are legal units.

Quality guidelines

The algorithm, procedure or rule pertaing to indicator generation should be valid, meaningful and
compliant with user needs.

It must be checked whether generated indicators have been generated in accordance with pre

determined algorithms, procedures or rules.
It must be checked whether geneeatindicators conform to préormulated hypotheses.
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One such hypothesis is that the generated indicator is valid, satisfactorily meaningful, compliant with
user needs, consistent, free from conflicts, topical, availabl®-date and can respond to cbhas in
the phenomena studied fast and reliably.

Generated indicators must be evaluated and validateforts should be made to ugaternationally
accepted standard indicators.

When indicators/variables are selected, the starting point should be tiotesa accepted
standardizedhdicators to ensure the comparability and integration of data.

In the absence of official standards or in the case of different needs, the related needs must be
examined.

If substitute indicators are used, the differenegvieen the two indicators/variables must be
documented and measured.

Quiality dimension

V Accuracy and reliability
V Coherence and comparability

Possible quality indicators

Calculations deviating from algorithms

Deviation from the original hypothesis

Accurate reference to standards

Documenting and measuring deviations from standards
Rate of comparability for derived variables

< <K<K <L

5.6 Calculate weights

This subprocess creates weights for unit data records according to the methodology developed in sub
process 5 (Design processing and analysis). For example, weights can be used tapjdat to

make them representative of the target population (e.g. for sample surveys or extracts of scanner data),
or to adjust for nomesponse in total enumerations. Inestkituations, variables may need weighting

for normalisation purposes. It may also include weight correction for benchmarking indicators (e.g.
known population totals).

An appropriate weight is calculated for each unit that reported its data. Weightikated for various
reasons: unequal probability of selection, snesponse, regulation of population values. The weighing
procedure is determined by the sample model and the auxiliary population variables available. In cases
where weight is not requirgdach unit is given a weight 1.

Quality guidelines
Generally speaking, each step of weighting shouldcbaracterizedoy efforts ataccurate estimates
(dimensions: bias and variance) and commitment to targets.

1 The design weight (selection probability)each element of the selected sample depends on
sample design and selectischemeThis weight has to be calculated in each case.
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Typically, design weight is not suitable for making estimates for populations. However, it can
(and must) be used for e.gaifmne quality examinations and nogsponse rate calculations.
Design weight has to undergo multiple modifications before it is suitable for estimation. All
modifications (e.g. nonesponse adjustment, calibration) must be made so that the mean
squared ernoof estimates calculated with the final weight is minimal (in practice this means
minimum bias and the lowest possible variance).

It should be noted that in a number of cases weighting and/or estimation by weighted sum
corresponds to known estimatorsthis sense an estimator must be selected that is unbiased
(or minimum biased or asymptotically unbiased) and has minimum variance.

All interim weights are suitable for some analysis. We should use them in order to learn the
characteristics ofréalized samples and the impact of the individual steps of weighting.

Only one weight should be used if possible.

In the case of multiple purpose surveys, it may be the case that different weights can make optimal
estimates for different variables. In such casesavecreate different weights depending on the target
variable. In justified cases thisasceptablehowever, we need to remember that estimates do not
necessarily form a consistent system.

We should map information suitable for neresponse adjustmen(d adjusted by weighting).

T

The more information whavethe better chance we stand of fresponse adjustments
efficiently. Basically, this step is important because it is here that bias due-tespumse can
be reduced.

If we have information on eacdement of the selected sample, response probability can be
modeledalready at an elementary level. (A typical example of thisddelingpanel attrition in
longitudinal surveys.) Creating homogeneous respondent groups can also model response
propensity.

A likely solution is calibration when we only have information on the elements oédfized
sample and the whole of the (supopulation.

Variables correlated with target variables should be used as explanatory variables if non
responses amot simpe random events (which atypically the case).

Subsequent to this step, estimates only remain unbiased if thespmnse model applied is
accurate.

If auxiliary variables related to target variables and their knavpopulation totals are available,
calibration is recommended because of its impact on reducing variance and bias.

T

In specific cases calibration comprises the technique of post stratification, ratio estimation and
regression estimation.

We need to remember that by using it we lose theoretitdaasedness.

It is important that variables used for calibration and constraints should be coherent and
population counts timely.

Calibration constraints for surveys of identical target populations should not be conflicting if
we wish to ensure comparabyl

Interim weights and the extent of weight modifications may have to be limited in certain cases.
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1 Both norresponse adjustment and calibration may cause significant modification of design
weight. The latter may even lead to negative weights. Thisidleties theanalyzabilityof
samples.

1 Weights or changes relative to design weights can be limited. This may require making a
compromise between calibration constraints and weight limits.

In the case of a rotation, when erosssectional weight is applgto a given period, efforts should be
made to the application of the longitudinal approach.

1 If the samples of two successive periods overlap significantly, we can perform weighting in the
course of which the variables and estimates of the previous gmaar as e.g. calibrating
variables or population counts.

If target variables with skewed distribution and/or outliers are available, we can also use robust
estimators and outlier weights.

1 The individual steps of weighting should be tested on surveplea and/or censuses or other
databases as a result of which we f@amiliarize ourselves with them and with possibilities.

1 E.g. by comparing the results of potential miesponse adjustment, recommendations (best
practice) for an entire field can be made

1 The impact of weight limits on estimation and its variance caanbl/zed

If possible, various weighting techniques, applied auxiliary information and parameters should be
comprehensively tested.

The impact of different calibration constraints ang skability of estimates for target variables and,
especially, its bias on the estimates of the variables not included in the constraints can also be analyzed

Weighting applied to estimates for same target populations and calibration conssraiould be
aligned with each other (e.g. in population samples the number of the population calculated by using
cohort components, and in business samples current weights or design weights).
Estimates for sukpopulation not covered by observation.
Paossible qualityindicators
V The impact of the whole or certain elements of weighting (e.g. calibration) on reducing variance
V Impact of weighting on bias (typically difficult to measure)
V Impact of calibration on weights (an indicator showing the difference between @alibra
weights and design weights adjusted for-nesponse)
V Time requirement of weighting
V Timeliness and completeness of population counts for weighting
Quiality dimension

V Accuracy and reliability

Possible quality indicators
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V The weights are adjusted fooverage and neresponse error (yes/no indicator)

5.7 Calculate aggregate s

This subprocess creates aggregate data and population totals from microdata del@vaggregates.

It includes summing data for records sharing certain characteristicsggrggation of data by
demographic or geographic classifications), determining measures of average and dispersion, and
applying weights from suprocess 5.6 (Calculate weights) to derive appropriate totals. In the case of
statistical outputs which use samglurveys, sampling errors corresponding to relevant aggregates may
also be calculated in this sypocess.

Quality guidelines

Variance estimations should be made for at least the most important estimated indicator in major
breakdowns. The same rules dppo them as for estimates in general. Use reliable and accurate
variance estimators or procedures.

Accurate variance estimation takes into consideration all the impacts that influence the variance of the
estimators:

1 Sample design

9 Estimator applied (weltging)

1 Imputation

9 Outlier treatment

If the estimates made with final weights are not reliable enough (typically for domains with a small
sample size), we can make small area estimations.

It may sometimes the case that there is no variance estimatoingaatomplex sample design and/or
weighting. In such cases-sampling (e.g. bootstrap) or the simplificatiorttoé current design can

help.

In the case of nafinear estimators (e.g. calibrated estirsqt®e should use linearization.

If we cannot mak&nbiasedvariance estimation, at least the direction of bias must be estimated. We
should avoid downward biased variance estimations.

Estimates should constitute a consistent sysfenis pertains ta@onsistency between the estimates of
one or more surveydn the absence of such an explanation should be provided.

Temporal and spatial domain estimates should not
There may be justified exceptions: e.g. the sum of domain estimates for totals made by using the
technique of small area estimation is not necessarily equal to desgd estimates for the total.
Quiality dimension

V Accuracy and reliability
Possible quality indicators

V Standard error or relative standard error of estimates for key indicators

V Bias(typically hard to measure)
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V Sampling errors are applicablgto statistical processes based on probability samples or other
sampling procedures allowing computation of such informatipnto users and producers,
with different level of details given.
V The following indicators are proposed to analyze revisions:
1. Mean Absolute Revision (MAR) is the average of absolute revisions over a time period
(useful to analyze stability in terms of size).
2. Relative Mean Absolute Revisions (RMAR) is the relativerage of absolute
revisions over a time period (useful for comparisons and to analyze.levels
3. Mean Revision (MR) is the average of revisions over a time period (useful to analyze
directions in terms of sign) and its significance (Yes/No).
V Standard Devigon of Revisions (SDR) is a measure of the variability of the revisions.
V Extent to which administrative data was used to create population benchmarks.
V  Extent to which administrative data provided auxiliary information for estimators.
V Extent to which dministrative data was used for revision.

5.8 Finali sedata files

This subprocess brings together the results of the othepsoibesses in this phase in a data file
(usually macredata), which is used as the input to the "Analyse" phase. Sometimemathize an
intermediate rather than a final file, particularly for business processes where there are strong time
pressures, and a requirement to produce both preliminary and final estimates.

Quality guidelines

All data disclosures have to be made usihg same database.

If we use more than one database, there may be differences in the data disclosed. In this case the
detection of errors may mean significant extra work.

Before micro databases af@alized, all control rules must be applied. A databasa&n be considered
final if there are no errors in it.

In the case of mandatory rules there should not be any error in the database. If errors are detected, we
need to return to the correction phase.

Quiality dimension
V Timeliness and Punctuality
Possilte quality indicators

V Delay between expected and actual finalized data file

6. Analyse phase
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Analyse

6.1 6.3 6.4

6.2 : 6.5
Prepare draft . Interpret and Apply disclosure S
outputs Validate outputs explain sutputs control Finalise outputs

In this phase, statistical outputs are produced and examined in detail. It includes preparing statistical
content (including commentary, technical notes, eicyj,d ensuring outputs are
dissemination to users. This phase also includes thpreglesses and activities that enable statistical

analysts to understand the data and the statistics produced. The outputs of this phase beuldedso
asaninputtoothersybr ocesses (e.g. analysis of new source
statistical outputs produced regularly, this phase occurs in every iteration. The "Analyse" phase and
subprocesses are generic for all statatioutputs, regardless of how the data were sourced.

The "Analyse" phase is broken down into five gubcesseg¢schema abovehich are generally
sequential, from left to right, but can also occur in parallel, and can be iterative. Thegsecagses

are:

6.1 Prepare draft output s

This subprocess is where the data from qubcesses 5.7 (Calculate aggregates) and 5.8 (Finalise data
files) are transformed into statistical outputs such as indexes, seasonally adjusted statistics, e.g. trend,
cycle, seasmal and irregular components, accessibility measures, etc., as well as the recording of
guality characteristics such as coefficients of variation. The preparation of maps, GIS outputs and geo
statistical services can be included to maximise the valueagrattity to analyse the statistical

information.

Quality guidelines

Tabulated datsshouldbe generatedutomatically, whereby possible errors can be reduced.

If tabulated data are generated automatically from databases, such can redumbdhef

possible copyandpaste errorsAutomatizationcan accelerate the time available for control. Automated
tabulation must be tested.

Tables, charts and maps have to conform to the visual image of the office.

The data disclosed in databases mustenthe form and contentrelated requirements for systems.

The availability of all the concepts used in the published tables and databases must be checked. So must
the fact be whether they meet both feand contentelated requirements

All indicators and concepts in data publications must be defined.
Definitions in foreign languages must contain the appropriate foreign language equivalents

In the case of multlanguagepublications the tables anthethodological documents concerned must
be translated.
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Translations must be edited by native speageisers
Quiality dimension

V  Soundness of implementation
V Accuracy and reliability
V  Timeliness and punctuality

Possible quality indicators

V To what extent is the business process using standard ekneglh methods (e.g. calculating
indices, trends, seasonal adjustment)?

V Quality Control methods can be applied to ensure that the accuracy of the transformation
process itself is sufficient. Indicators could be percentage of outputs reviewed (manually or
automaed), percentage of errors detected

V Did generation comply with plans?

V If the target of estimation is modeased, provide the following:

0 Model assumptions and associated errors

o Nonsampling error being treated or adjusted

o For domain specific models, deibe the model used and the assessment of validity of
the data that had been undertaken.

V Model assumption errors are errors caused by models used. Models are based on assumptions
(see Statistics Netherlands’” reports).

V  Model assumption errors occur witietuse of methods, such as calibration, generalized
regression estimator, calculation based on full scope or constant scope, benchmarking, seasonal
adjustment and other models not included in the preceding accuracy components, in order to
calculate statigts or indexes (see OECD Glossary).

V In case of model based seasonal adjustment, indicators include autocorrelation test, seasonal
autocorrelation test, skewness, kurtosis and normality test for model residuals provides the
opportunity of checking modesaumptions satisfied such as Best Linear Unbiased Estimator.

V  Another example of moddlased estimation is Small Area Estimation, which is estimation of
key variables for small domains. Sample diagnostics include Haussman test and residual based
test depeds on the model used

V Delay between the anticipated and actual completion of this step.

Seasonal adjustment
Quality guidelines

The seasonality of time series must be tested.

Seasonal effects are factors that affect time series to a closely identcdliexhe same direction in

the corresponding periods (quarters and months) of the various years. Impacts can be shown graphically
and by way of statistical tests. Time series without seasonality must not be adjusted seasonally. In such
cases, if necessaroriginal time series must be published as seasonally adjusted time series.

The calendar effect of time series must be tested unless, based on expert opinion, it can be evidenced
that there is no such effect in the time series.

In case of calendar eftts, fixed and nofixed holidays, the Easter effect, the leap year effect and the

working day effect must be checked. If there is no calendar effect, original time series must be
published as calendar adjusted series.
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Seasonal and/or calendar effect miuse filtered from time series.

The objective of seasonal adjustments is to identify and remover seasonal fluctuations and calendar
effects from time series in order that we can get a clearer picture of the characteristics to be studied.
Seasonal adjustmes are appropriately made if there is no seasonality or calendar effect left in the
adjusted time series.

Various types of outliers in time series must be tested and documented in every case.

The management of extreme values (outliers) in time sefiexssahe quality of seasonal adjustments

to a large extent. Expert information must be taken into account during outlier setting, especially in the
case where outliers are at the end of the time series and regularly statistically uncertain. Economic and
social events and reasons underlying outliers must in all cases be documented.

When time series with close content links are adjusted, we must ensure that the results received are
consistent.

In the case of time series with close content links effortd brimade at similar settings especially as
regards aligned models, transformation, outliers and calendar effects.

For seasonahdjustmentssubstantiated expert information available at the right time should be used
and documented.

In order that resultsan be interpreted, it is important that expert information must be taken into
account when the programme is set up. Substantiated information on seasonality, calendar effects,
outliers, the explanation thereof and consistency is particularly important.

Trends, seasonally adjusted data and data adjusted for the calendar effect must be generated in a
manner that they are consistent with each other.

The same method must be used for the calculation of trends and seasonally adjusted data. For instance,
it camot be achieved that the method used for the calculation of trends is different from that of
seasonally adjusted data.

A direct method is used for theeasonal adjustment of aggregates.
Aggregates are adjusted separately by means of a direct procedtine aharacteristics of the
adjustment of sulsectors are only taken into account in order for consistency to be ensured. Departure

from this is allowed on the basis of sound professional reasoning.

Temporal consistency if required by users or rules daensured by means ofternationally
adopted recommended methods.

Basically, we do not provide temporal consistency between annual and seasonally adjustedrintra
data; however, in response to pressure from users or rules, it can be ensured f mesnationally

adopted recommended methods.

Efforts must be made to keep the number of revisions at a relatively low while ensuring that the most
possible information is included in the time series.
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Data obtained during seasonal adjustments areaglifisd ex post as additional observations are added

to time series. Efforts must be made at keeping the ex post modification of adjusted published data at a
bare minimum. At the same time, however, attention should be paid that information loss isakept to
bare minimum. Towards this end, rules governing annual andy@trrarecording of parameters must

be complied with.

If so required, settings used for seasonal adjustments must be placed at the disposal of users.
Model and parameters setting maydfsr e qui red, be placed at the use
During the application ofthe various procedures, ERS recommendations must be observed

When applying the procedures, it is essential that the closest possible attention is paid to ESR
recommendations on seasl adjustments and the specific recommendations and requirements for the
individual areas.

To ensure consistent seasonal adjustments, an office level policy should be adopted and regularly
revised.

It is important that the internal rules of the offiavgrning seasonal adjustments be laid down. Such
document should include, inter alia, the procedural method, the software used, the details of the process,
the principles pertaining the star-the year and intrgear recording of parameters as well as
documentation, the frequency of trainings/further traininigs,revision policy as well as the

publication of adjusted data and the methodology.

Possible quality indicators

V Tests on seasonality, calendar effects, outliers and model parameterdesty.tiests
V Statistical tests on residuals (e.g. LjtBgx, Box-Pierce statistics)
V Statistical tests on model alignment

6.2 Validate Outputs

This subprocess is where statisticians validate the quality of the outputs produced, in accordance with a
generalquality framework and with expectations. This gubcess includes activities involved with the
gathering of intelligence, with the cumulative effect of building up a body of knowledge about a
specific statistical domain. This knowledge is then appligdga@urrent collection, in the current
environment, to identify any divergence from expectations and to allow informed analyses. Validation
activities can include:

1 Checking that the population coverage and response rates are as required;

1 Comparing the stestics with previous cycles (if applicable);

1 Checking that the associated metadata, paradata and quality indicators are present and in line
with expectations;
Checking geospatial consistency of the data;
Confronting the statistics against other relevatadboth internal and external);
Investigating inconsistencies in the statistics;
Performing macro editing;
Validating the statistics against expectations and domain intelligence.

=A =4 4 A =4
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Quality guidelines

When comparison is made with data from other data smes, what needs to be checked is whether
data are truly comparable with the data under survey.

When external sources are selected, differences in concepts and classifications must be thoroughly
checked because it may be the case that differences dratatile to the fact that aggregate data are
not comparable.

Validation requires the most accurate and reliable data sources

In the interest of the most reliable and accurate data possible, the largest possible number of data
sources must be used.

Methods of comparison shouldlways be selected in accordance with the relevant purposes.

E.g. for temporal comparisons, using time series analyses as a tool, we need to use seasonally adjusted
data for comparisons with data on earlier periods.

The reasons uderlying errors must be identified and corrected at a midevel.
Arguments found suspicious during or after processing are all corrected at dewidro
Inconsistencies explored during the compilation of the national accounts are likaygest
methodological or competence deficiencies, which we have to treat as a whole.

Quiality dimension

V Accuracy and reliability
V Coherence and comparability

Possible quality indicators

V Proportion of overall budget dedicated to validation activities; numbealiofation measures
applied
V As an example of validation measure the 1indic«
be calculated (QPICC1. Asymmetry for mirror flows statistiecoefficient)
Number or amount of changes made to the data basealidation results
Availability of backcasting procedures where there is a break in the series
Degree of coherence with other sources, with provisional data, with quick estimates, and with
previous results of the same process
V Number of criteria for validtion, absolute and relative deviation values, rate of interval errors
(per item)

<< <

6.3 Interpret and explain outputs

This subprocess is where the-ttepth understanding of the outputs is gained by statisticians. They use
that understanding to interpretdaexplain the statistics by assessing how well the statistics reflect their
initial expectations, viewing the statistics from all perspectives using different tools and media, and
carrying out indepth statistical analyses such as tsaées analysis, ceistency and comparability
analysis, revision analysis (analysis of the differences between preliminary and revised estimates),
analysis of asymmetries (discrepancies in mirror statistics), etc.
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Quality Dimension
V  Accuracy and reliability
Possible qualty indicators

V  Proportion of total budget dedicated to interpretation and explanation activities; extent to which
a report is produced and accepted

6.4 Apply disclosure control

This subprocess ensures that the data (and metadata) to be disseminatethr@actothe appropriate

rules on confidentiality according to either organisation policies and rules, or to the fmpeeifis
methodology created in sydvocess 2.5 (Design processing and analysis). This may include checks for
primary and secondary dissure, as well as the application of data suppression or perturbation
techniques and output checking. The degree and method of statistical disclosure control may vary for
different types of outputs. For example, the approach used for microdata seseémchepurposes will

be different to that for published tables, finalised outputs of geospatial statistics or visualisations on
maps.

In applying the protection of statistical data, two basic approaches are distinguished:

9 Protection of tables: For thegiection of tables it is necessary to determine all the tables at the
same time, their links and the rules for protection. Care should be taken not to set the tables in
more detail than is necessary as this lowers the level of protection. Protectiordoare beth
the help of the Tau Argus program (round control or missing data method) and manually.

1 MicrodataProtection: Microdata protection is defined in the file that contains only variables
that the researcher or the public wants. Microdata do notindatitact identifiers. Sensitive
variables and their sensitivity classes are defined. The protection threshold and the classes for
the variables to be combined are determined and the microdata protection methods are selected.
The rules for protection vagepending on whether the microdata will be transmitted to the
researchers or to the public. Sensitive combinations of variables are protected with the help of
the Mu-Argus program.

Quality guidelines

Data requests must always be satisfied by using dataeas channels that are the most suitable in
terms of data confidentiality and data access considerations. Users can receive information on data
access channels and their operational characteristics from publicly available sources.

Data access channels stibe selected in a manner that takes the differing legal, physical and
confidentiality protection characteristics of the individual channels into account. If there are no
confidentiality concerns, data request must be satisfied via the channel idémtifieduser.

Disclosure risks have to be assessed by every data access channel. The access mode determines the
proper SDC methods to be applied on tfetasets which ensure protection of information on the

statistical units.

In order to assure balanceddosure risk, SDC is complemented by legal protection, which explains
applying SDC methods at different scales. Degrees of SDC.:
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- Dissemination of tabular datastrong,

- Release of public use filesstrong,

- Release of anonymised microdataedium,
- Data acess in Safe Centreweak,

- Remote execution weak,

- Remote accessweak.

Regarding tabular data, it is cell sensitivity measured by various methods that carries disclosure risk.

If tabular data are disseminated, the threshold rule -@oijinance ruland p%rule can be used. In
accordance with the relevant legal regulations
into consideration. In the course of output checking beyond threshold rule, thédmjkance rule is

also borne in mind

In order to provide safe tabular data, various methodological solutions are applied
The most frequently adopted methods are cell suppression, aggregation and rounding.
In orderto providesafemicrodata, various methodological solutions are applied.

The most frequently adopted methods are global recoding, bottom and top coding, rounding, micro
aggregation and local suppression.

SDC methods exert an impact on the quality of the data.

The SDC methods exert impacts to a varying degree on the datelsetgrotected. Towards this end,
when SDC methods are selected, the effect of the individual methods on data quality must be
deliberated upon.

If tabular data are disseminated or anonymised microdata are released, efforts shoutdhtle to
ensure data onfidentiality in a fashion that entails the least possible loss of data, i.e. keeping
disclosure risk to a bare minimum.

If tabular data are published, cells only in an absolutely necessary number should be suppressed in the
interest of confidential dataot to be divulged. If there is more than one possibility of suppressing the
least possible number of cells, we should adopt the solution where, overall, the number of the
contributors to cell values is the lowest. The suppression of totals (columrsaa)dhould also be

avoided.

If microdata are released, only the variables requested by the user should be included in anonymised
micro datasé€s); furthermore only the variables the confidentiality protection of which is justified need

to be modified.

In the course of output checking and releasing anonymised microdata, elaboration of
methodological documentation is required.

The documentation should contain the main steps of the SDC methods applied to the dataset(s) intended
to be released in the intsteof providing a comprehensive view and ensuring reproducibility.
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Data cannot be withheld by citing data confidentialitpnsiderations if such withholding is due
exclusively to data quality issues.

If there are qualityelated objections against théeneant data set, such must be pointed out to the user
requesting the data. Data cannot be withheld by citing data confidentiality considerations if objections
to the relevant data set are exclusively of quality nature.

In cases that raise confidentialitgoncerns, the recommendation of the Data Protection Board can
be requested.

The Data Protection Board issues recommendations and adopts stances concerning methodological,
legal, IT and dissemination issues affecting data confidentialityN&TAT employees may seek the
opinion of the Data Protection Board on data confidentiality issues affecting data management. The
recommendations of the Data Protection Board are available for all staff membernNS&TA&” s

intranet site.

Quiality dimension
V Statistcal Confidentiality and security
Possible quality indicators

V To what extent is the business process using standard eineglh methods identification and
protection of sensitive information?

To what extent is the data protected from the risk of digodosf sensitive information?

To what extent is the data actually protected? What is the residual risk of disclosure?

To what extent has the usability of the data been degraded? What is the loss in precision or
level of detail?

Rate of disclosure risk

Number of suppressed cells

Rate of lost information

Satisfied user needs

Number of successful attempts disclosing confidentialidatase of high sampling error, any
data should not be disclosed

<< <
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6.5 Finaliseoutput s

This subprocess ensures the statistand associated information are fit for purpose and reach the
required quality level and are thus ready for use. It includes:

1 Completing consistency checks;

1 Determining the level of release, and applying caveats;

9 Collating supporting information, includjrinterpretation, commentary, technical notes,
briefings, measures of uncertainty and any other necessary metadata;
Producing the supporting internal documents;
Conducting preelease discussion with appropriate internal subject matter experts;
Translatingthe statistical outputs in countries with multilingual dissemination;
Approving the statistical content for release.

=A =4 4 =

Quality guidelines
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Decision on the level of disclosability must be made in respect of the values of quality indicators and
data protectbn issues.

In order to determine threshold values, international practice and practice adopted in similar surveys
should be used.

Disclosed data with high sampling error, neresponse or imputation rate should be tagged.

If quality indicators are belothe threshold level the data can be disclosed if appropriately tagged.
Uniform notations should be used for different forms of disclosures.

In the case of tabulated data, key figures must be checked.

Testing the tabulation process alone cannot guarémééne generated data contain the right values.
(e.g. the data of 2 counties have been mixed up)

Documentation has to cover the entire process of data generation as well as the tools, terms,
nomenclatures and methodologies used.

Before disclosure, cormrdance between the data disclosed and the source concerned must be

checked, i.e. we must ensure that source data and the steps of processing lead to the very results that

are disclosed.
We must use the same data source and database for disclosuretieldscvoid that different data
are published on respect of the same scope of data

Quiality dimension

Relevance

Accuracy and reliability

Accessibility and clarity

Metadata completeness

<< <L

Quality indicators

V Data completenessrate
V  Number of planneduiputs that were not disseminated
\%

The rate of completeness of metadata is the ratio of the number of metadata elements provided

to the total number of metadata elements applicable.
V  Number of errors that were detected and had to be corrected
V The rate of conpleteness of metadata is applicable:
o to all statistical processes;
0 to producers

V Data completeness rate: extent to which the outputs satisfy requirements (e.g. from regulations

or other agreements with users).
V Could be calculated as the ratio of thenber of data cells obtained to the number of data cells
required

Loading of data into data warehouse
Quality guidelines
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The database must be maintained in accordance with a uniform rule of procedures.

The professional and IT tasks must be performeattordance with the procedural rules of the data
warehouse and the dissemination database, which contain requirements for content editing, the
generation of a new set of data, uploading data into the databases, the ex post correction and
modification ofdata as well as planning and permit documents. The database should be operated and
maintained in accordance with anhinuse schedule which also contain the persons responsible for the
task.

Access to data of public interest must be provided by ustagg-of-the art IT and communications
technologies.

All data from official statistical data collection are data of public interest, therefore, access to data for
users must be ensured. Such tools are statistical data warehouse and dissemination datagask maki

hoc queries of data possible. Statistical data are and entered into the data warehouse available for
internal (inhouse) users, on the basis of the metadata generated in the course of statistical production
and in a metadatdriven way. These meta@amnot only help uploading, but also help users to interpret

data adequately later during dissemination. The dissemination databases a variant of the data warehouse
with a narrower data content which does not contain any protected data and is avaitatikyriaf

users by wetbased browser.

Databases should meet user needs.

In order to discover user needs query data of the data sets of the database must be examined, user
opinion surveys on the content and the functionality of the database must be ednpossibilities of
technological innovation must be monitored (analyses of web statistics and usercbaipitation of
orHline questionnaires and interviews and, based on these, compilation of action plans and following
trends and technologies).

Training must beorganizedto support the operators and users of the database.

Training courses must lmeganizedo help acquiring the skills and knowledge needed for the operation
and the use of the databale¢STAT training for operators and internal usdestures and information
events for external users, ensuring access to documents).

Possible quality indicators

1 Trends in the queries of data sets = number of the queries of data sets in the current
period/number of the queries of data sets in the ghegeoeriod*100

1 Changes in the number of data sets = the number of data sets in the current period/the number
of data sets in the preceding period

1 Changes in the number of indicators = the number of indicators in the current period/the
number of indicatorg the preceding period

1 Session rates of databases

1 Number of training courses
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7. Disseminate phase

Disseminate
71 7.2 7.3 7.4
i Produce Manage release of Promote 1.5
Update output q oo - 1o q q
o dizsemination dissemination dissemination Manage user support
systems products products products

This phase manages the release of the statistical products to users. It includes all activities associated
with assembling and releasing a range of stattt dynamic products via a range of channels. These
activities support users to access and use the products released by the statistical organisation. For
statistical products produced regularly, this phase occurs in each iteration.

The “ Di s s eens bnoken doivn intohfiuessytirocesses (schema above), which are generally
sequential, from left to right, but can also occur in parallel, and can be iterative. Thesecagses
are:

7.1 Update output systems

This subprocess manages the update steyms (e.g. databases) where data and metadata are stored
ready for dissemination purposes, including:

1 Formatting data and metadata ready to be put into output systems;

1 Loading data and metadata into output systems;

1 Ensuring data are linked to the relevargtadata.

Formatting, loading and linking of metadata should preferably mostly take place in earlier phases, but
this subprocess includes a final check that all of the necessary metadata are in place ready for
dissemination.

Quality guidelines
Wepre@r e our statistical disseminati omalpens@cneae ds
1 Our publications are released in accordance with our Dissemination Policy.

9 If possible, manuscripts contain methodological descriptions and information on ifabikiya
of further information.

1 From the publication portfolio, we choose the publication type that best suits the publication of
the manuscript being aware of user groups and user satisfaction.
We publish accurate and timely data.
1 We ensure the supesion of data as well as concordance between the data published and the
source.

9 Decision on the publication of preliminary data
1 We fully comply with data protection regulations.

We publish our data in a standard format by using the available resourcdsiefitly.
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Weminimizethe time between the availability and the publication of data.
Our publications of international interest are also released in whole in English

1 Subject to user needs, some products are also published in English.
1 Language revisionral the translation ohlbanianmanuscript into English are regulated by the
procedural rulesn translatiorand revision.

Quiality dimension

V Accessibility and clarity
V Managing metadata

Possible quality indicators

V Date of last update of the content loé tmetadata.- The date of the latest dissemination of the
metadata should be specifiedThe date on which the metadata element was inserted or
modified in the database should be specified.

Extent to which metadata are available and accessible

Timeliness of release (current day + number of days)

Rate of erroneously released publications

Rate of revised analyses

< <<

7.2 Produce dissemination products

This subprocess produces the dissemination products, as previously designegincegs 2.1
(Design aitputs), to meet user needs. They could include printed publications, press releases and
websites. The products can take many forms including interactive graphics, tables, mapsspublic
microdata sets, linked open data and downloadable files. Typeqal stclude:

1 Preparing the product components (explanatory texts, tables, charts, maps, quality statements

etc.);
1 Assembling the components into products;
9 Editing the products and checking that they meet publication standards.

Quality guidelines
The proess of production of publication is regulated and documented.

The publication of the individual product types is in accordance with the Image rules.

We develop and operate redaction templates.

Manuscript preparation procedures regulate the transpargatration and redaction of manuscripts
taking priorities in account, in order that the deadlines in the dissemination calendar and the
dissemination programme can be met.

The manuscript is prepared by the author in accordance with the Publication Handbook.
Revising and arithmetic checks are regulated by procedural rules.

The content preparation of manuscripts by sevagdnizationalinits is ensured by operation of
editorial board in accordance with the relevant procedural rules.

Contracted revision is retated by procedural rules for revision.
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Quiality dimension
V  Quality commitment
V Relevance

V  Accessibility and clarity

Quality indicators

V Ratio of statistical products that are disseminated with quality statements/quality reports
V  The rate of availablstatistics
V The indicator is the ratio of the number output data elements provided in accordance to a
relevant regulation to those required by the regulation.
V The extent to which all statistics that are needed are available.
V Percentage of/Extenttowhi¢hs t at i stical outputs/products?” m
V Description of users and their respective needs with respect to the statistical data.
V The extent to which relevant metadata is linked to output data

7.3 Manage release of dissemination products

This sub-process ensures that all elements for the release are in place including managing the timing of
the release. It includes briefings for specific groups such as the press or ministers, as well as the
arrangements for any prelease embargoes. It alsolimdes the provision of products to subscribers,

and managing access to confidential data by authorised user groups, such as researchers. Sometimes an
organisation may need to retract a product, for example, if an error is discovered. This is also included

in this subprocess.

Quality guidelines

Each year the office compiles a dissemination calendar setting forth the dates of the fulfillment of its
dissemination obligations.

The dissemination calendar is compiled in accordance with the applicable prboglésreaking the
following criteria into account:
1 Publication of one firstelease per working day if possible,
1 Determination of the date of the release depends on the capacity needed for the production of
the firstrelease and on the fact that natiotaia should be published in the corresponding
EUROSTAT publications.

First releases meeting user and decision maker needs and international obligations must be
published at the dates declared in the dissemination calendar.

Based on user and decision makeeds and international obligatiofisst releases must be revised:
Realizedreleases are documented.

Dissemination programme for further publications is created.

1 The compilation of the weekly dissemination programme is regulated by procedural rules.
1 The office keeps records of thealizationof releases.
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9 Dissemination programme of other publications is compiled in accordance with dissemination
policy, the criteria and priorities set by the presidendN&TAT as well as the applicable
procedural ruds.

I Realizedreleases are documented.

The manuscripts ofreleases (e.goublications, news,announcements, etc.) prepared for approval
should meet the content and form criteria applicable to them.

Approval of the manuscripts meeting content criteria. gl@nce with the procedural rules on revision.
Prevention of data leaks

1 Compliance with the formelated criteria of releases on the basis of the IrRades

Compliance with the procedural rules of approval.

1 Prereleased publications must be labeledasmb ar goed” in accor-dance v
release access (President’s directive).

1 Pressroom releases are regulated by internal regulations.

=

Releases with a fixed date (day/week) and all other releases must be announced in advance.

If any factor hinders release, delay in the release should cause the least possible inconvenience and
lack of information to users.

9 Dissemination programme and catalogue are released and operiitedlinraccordance with
the applicable procedural rules.

1 An announcementust be released on any deviation from the releases announced in advance
citing the reasons for the delay and setting a new date for the release.

I Realizedreleases must be documented.

Approved datainformation, announcements and publications must béaa@sed on the date set in
advance.

In accordance with the procedural rules governing releasappi@priate channels of releases:
1 At our website, in accordance with the rules regulating the operation of the website
1 In a printed format, in accordance kvthe procedural rules of mailing publications
1 Realizedreleases are recorded.

Releases should be in conformity with the quality assurance principles that also comply with
professional and user needs.

High level comprehensible training for user groups

If releases occur at the website, the following should be performed:
1 Programming and development etc.,
91 Live operation in the case of e.g. firsteases,
1 Updates, revision,
91 Archiving of data files in accordance with the procedural idearchiving.

If releases occur in a printed form:
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1 Ensuring the availability of the appropriate printing capacity based on printing contracts,

Checking printing quality in accordance with a fixed color spectrum,

9 Supervision of books in sheets, keeping of printing logbookkpeparation of accounting
documents in accordance with the relevant procedural rules,

1 Safekeeping of the databases and the test prints of printed materials in accordance with the
archiving regulations.

1 The issues frequently raised by users must beeaddd by training.

1 The language and practical approaches of training materials must be adjusted to the
composition of user groups.

1 Homogeneous user groups are trained by experiencegreplhred instructors.

1 Feedback should be provided both inside andidatthe classroom.

=

Access tanonymized micredata
1 Whenreleasing micradata relating metadata must b#ached as well.

A description of the applied methodologyasfonymizatiorand the variables affected must be attached
too.

Information on data aality including loss of information due smonymizatiormust also be provided

for researchers.

Opening access
Termination of access
Release of research results

Press conferences must be held in justified cases and attention must be paid to the issussell at
the events.

1 Subsequent to a data protectimtated check, research results approved by data owner
organizationalinits must be released to researchers without delay.

1 Upon release of research results researchers must be informed whether dicptoodias
been made to the results for reasons of data protection. If yes, the modification (e.g. cell
suppression, rounding) must be identified.

9 Likewise, the locations of the modifications in the result must also be provided.

They aim at providing @gnsive information for journalists on analyses of national interest, presenting
the methodology applied and stressing the differences between professional terms and colloquial
language. Only correlations that can be substantiated by statistical mesmbeadescussed.
Assumptions and forecasts to be avoided.

Publications published must be accurate, at a high professional standeschprehensible and
impartial.

Compliance with analysis guidelines
Quiality dimension
V Impatrtiality and objectivity

V Trangarency
V Accuracy and reliability
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Timeliness and punctuality
Accessibility and clarity

Coherence and comparability
Statistical Confidentiality and security

Possible quality indicators

< <K <K<K<LKKL
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Availability and accessibility of revision policy (Yes/No)
Time lagbetween the release of an output and announcement of the error to the users
Number of press meetings held before and after the release of outputs
Number of errors corrected in disseminated products
Punctuality of statistical outputs
Punctuality is e time lag between the delivery/release date of data and the target date for
delivery/release as agreed for delivery or announced in an official release calendar, laid down
by Regulations or previously agreed among partners.
The punctuality of statistad outputs is applicable:
0 to all statistical processes with fixed/menounced release dates,
0 to users and producers, with different aspects and calculation formulae.
Time lag- first results

o General definition: The timeliness of statistical owsgs the length of time between
the end of the event or phenomenon they describe and their availability.

o Specific definition: The number of days (or weeks or months) from the last day of the
reference period to the day of publication of first results.

0 This indicator is applicable:

A to all statistical processes with preliminary data releases;
A to producers.
Time lag- final results

0 General definition: The timeliness of statistical outputs is the length of time between
the end othe event or phenoemon they describe and their availability.

0 Specific definition: The number of days (or weeks or months) from the last day of the
reference period to the day of publication of complete and final results.

0 This indicator is applicable

A to all statistical prcesses;
A to users and producers, with different level of details given
Availability of a dissemination policy defining dissemination practices and its availability on
the web site
Availability of a release calendar and its availability on the web site
Number of first releases published not according to dissemination calendar in a breakdown by
cause (capacity and detected error, etc.)
Timeliness of first releases (T + days)
Number of analytical and data products accessed
Percentage of website visitors wloaind the information that they were looking for
Length of comparable time series

o Number of reference periods in time series from last break.

o Number of training sessions for users, number of participants, user evaluation (there
should be a comparaldgstem of evaluation)

o CommentBreaksin statistical time series may occur when there is a change in the
definition of the parameter to be estimated (e.g. variable or population) or the
methodology used for the estimation. Sometimes a breakecpretientd, e.g. by
linking.
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o0 The length of comparable series is applicable:
A to all statistical processes producing tisgies;
A to users and producers, with different level of details given.

V Although disclosure control of individual statistical productddae in 6.4, at 7.3 additional
measures should be taken to protect against disclosure that could result from researchers
combining several different statistical products.

o are researchers who have access to micro data legally bound to uphold confidentiality
and security protocols of the INSTAT

0 are research proposals submitted for approval by INSTAT analysts (analysts must
approve the relevance of the analysis and the appropriateness of the methods)

o are there policies in place that ensure outputs are \@itado their dissemination

o are there confidentiality rules in place, such as a minimum number of units in a cell
when doing crostabulations, and maximum number of data requests per day with a
maximum number of variables per request (to protedhagpenetration by an
automated data mining process).

7.4 Promote dissemination p roducts

Whilst marketing in general can be considered to be an overarching process,-fhiscesls concerns

the active promotion of the statistical products produced jreeific statistical business process, to

help them reach the widest possible audience. It includes the use of customer relationship management
tools, to better target potential users of the products, as well as the use of tools including websites, wikis
and blogs to facilitate the process of communicating statistical information to users.

This subprocess is concerned with the active promotion of produced statistical products to help
INSTAT reach a broader audience. It includes the use of user manageohgHidter targeting static
product users, and the use of tools, including websites or Facebook, to facilitate the process of
communicating statistical information to users.

Quality Dimension

V Relevance
V Accessibility and clarity
V Metadata consultatims

Quiality indicator

V User satisfaction surveys shall include questions on the opinions of users about metadata
availability
V The number of social media visitors/followers
V User satisfaction about the metadata availability
V  Number of metadata consultai®(ESMS) within a statistical domain for a given time period.
- This indicator is applicable:
0 to all statistical processes;
0 to producers
V  Number of consultations of data tables within a statistical domain for a given time period
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7.5 Manage user support
This subprocess ensures that user queries and requests for services such as microdata access are
recorded, and that responses are provided within agreed deadlines. These queries and requests should be

regularly reviewed to provide an input to the @rehing quality management process, as they can
indicate new or changing user needs. Replies to user requests can also be used to populate a knowledge

2

database or a “Frequently Asked Questions page,
burden of replying to repeated and/or similar requests from external users. THpi©sabs also

includes managing support to any partner organisations involved in disseminating the products.

Quality guidelines

Users should béamiliarized with the statisttal products generated and the services provided by the
office.

Users should have an easy access to information on products and services at the website of the office.

Annual marketing plans setting forth the objectives for the year concerned, enfifitiegtemarketing
tools needed toealizethe objectives along with methods as well as a draft budget must be prepared.

Users should receive clear information on the fact that some products and services of the office are
free of charge or available for éee.

The website should be able to provide users with detailed information in astugttured easto-
follow format using links for navigation.

Communication should reflect reliability and objectivity.

Statistical services must be defined with tgal environment borne in mind. The fees charged for
statistical services must be made publicly available for users.

Impartial unbiased answers must be given to malicious questions.

Communication should reflect the image of an office providing reliaidechjective data: it suggests
that, similar to the disclosure of the data on the office, data supply also serves public interest.

PR aims at creating and reinforcing the image of an institution generating objective, relevant and timely
data.

Media request should be responded to fast. All requests must be granted. Information on possible
sources of datas not collected by the Office.

Selfstudy and professional training are essential for the staff of the information services.

Appropriate professionalxpertise is required for supplying customers with accurate tgedate
information at all times.
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Furthermore, if an expert opinion is invited, a uniform standpoint adopted by the individual areas must
be communicated to the information services. Prelimicantrol of the information to be sent reduces

the possibility of erroneous answers.

Customer management must be fast and efficient.

Internal processes must be developed and regulated in procedural rules in order that customers may
receive requestedfiormation by the deadline set for response or, if such is not possible, feedback on

the current state of the administrative procedure.

Providing expert supportif necessary by arranging procedural rules for substitutigrpart of fast
service.

Infor mation services must operate in accordance witfoam and contentrelated protocol.

Adopting a uniform standpoint and its communication to customers in the case of critical or problem
issues. Service should be provided Btandardizednanner meaning copliance with the course of
procedures set forth in the applicable procedural rules and the use of template letters.

A customerfriendly information service must be provided.

Commitment and customer focus are key characteristics for the staff ofdheatibn services.
Participation in traininggrganizedspecificallyfor staff of the information services is equally important.

This means e.g. the fast and custofmiendly management of customer feedback on and complaints
about service provision.

The operation of the information service must be monitored and evaluated continuously.

A system for the regular measuring and evaluation of customer satisfaction must be developed.
Customer needs and the satisfaction must be fully documented.

All customer reds received via any channel (telephor@ad, ordinary mail etc.) must be recorded in
some form.

Quiality dimension

V Relevance
V  Accessibility and clarity

Quality indicators

User satisfaction index

Length of time since most recent user satisfactioney
Measures to determine user satisfaction.

The percentage of unmet user needs

Time since last user consultation, in terms of years or months

< <K<K <L
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V Availability of an information service/unit or a caltnterto users to answer enquires about
data andnetadata issues

8. Evaluate phase

Evaluate
8.1 8.2 8.3
Gather evaluation inputs Conduct evalnation Agree an action plan

This phase manages the evaluation of a specific instance of a statistical business process, as opposed to
the more general overarching process of statistical quality management described in Section VI
(Overarching Praesses). It can take place at the end of the instance of the process, but can also be done
on an ongoing basis during the statistical production process. It relies on inputs gathered throughout the
different phases. It includes evaluating the successpddifie instance of the statistical business

process, drawing on a range of quantitative and qualitative inputs, and identifying and prioritising
potential improvements.

For statistical outputs produced regularly, evaluation should, at least in thennyfarceach iteration,
determining whether future iterations should take place, and if so, whether any improvements should be
implemented. However, in some cases, particularly for regular and well established statistical business
processes, evaluation rhignot be formally carried out for each iteration. In such cases, this phase can

be seen as providing the decision as to whether
phase, or from some later phase (often the “Coll

The I“Eatae” phase 1is b rpwdessesthemaraboyawhiah are geheralye s u b
sequential, from left to right, but can also occur in parallel, and can be iterative. Thesecadses
are:

8.1 Gather evaluation inputs

Evaluation material can @roduced in any other phase or gubcess. It may take many forms,

including feedback from users, process metadata (paradata), system metrics, and staff suggestions.
Reports of progress against an action plan agreed during a previous iteration mayrassoifgput to
evaluations of subsequent iterations. Thisgidress gathers all of these inputs, compiles quality
indicators and makes them available for the person or team producing the evaluation. The collection of
some of these evaluation materials b@ automated and take place in a continuous way throughout the
whole process, as defined by the quality framework (see Quality Managenrritrching
ProcesseSection). On the other hand, for the evaluation of certain processes it can be nezessary t
perform specific activities such as small surveys, (e.g-grastneration surveys,-ipterview studies,

survey on effectiveness of dissemination).

Quality guidelines

All statistical data production processes must end with evaluation and feedback.
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Evaluation should be embedded in all statistical data production processes. Evaluation can be
performed on processes and product quality as well (e.g. entire processes, a specific process phase or
product quality along quality criteria).

Repeateavaluationon regularly produced statistical products also facilitatege action plans aimed
at quality development.

Evaluation must be followed by feedback whenever required.

If evaluation reveals that expectations were not fully met, intervention in aisgeoifess phase must

be carried out or a process or process phase must be repeated. This is called feedback (feedback as
devel opment is part of quality management, see
Recommendations for development asesult of feedback should be embedded in the planning

process for the following period.

If processes are properly planned, the result of the evaluation helps in deciding which process phase
needs to be repeated in the next period (e.g. whether we n&tad thhe next survey as well with I.
Specify needs or we can skip process phases and sta# Wititiect).

When planning the next period, it is important that recommendations for development of the data
production process should also be taken into@atcand feedback should be embedded in planning. By
doing so we create cyclicity for developments, because in order to keep surteydatg the ability

to flexibly collect information and respond to new needs must be maintained and improved.

Process gality must be evaluated already during data production process when carrying out sub
process phases.

Process quality should be evaluated already during data production process (process quality assurance).

In the course of data production process padiais and those responsible for surveys monitor the

guality of process and suyocess phases and assess if activities have been performed in line with the
expectations for the individual phases. Thus, those who are concerned on one hand should be familiar
with quality criteria for the specific process and-pubcess phases and on the other hand monitor the
values of the process variables reflecting these expectations (e.g. number of incoming questionnaires
filled in with data). If variables are still belothe required value and, if possible, they intervene in the
process (e.g. urging). If such activity is no longer possible, participants in the process must be warned
or, based on the information available, the responsible person will decide on thepéxisbcessing

and, if necessary, modify processing (e.g. more imputing).

In order to be able to evaluate quality, we must compare expectations with documented quality.

The essence of quality evaluation is comparing documented quality with requireesésittishing the
degree of correspondence, identifying any shortfalls and risks, putting forth recommendations for the
elimination of shortfalls and the mitigation of risks or perhaps for the modification of existing
requirements or other elements.

A precondition for evaluation is the availability of the documentation regarding expectations and

guality measurement (they form parts of quality management, see the overarching process phase of
Quality Management).
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Quality Dimension
V  Output quality
Possibleguality indicators

V Extent to which quality indicators have been collected for all phases and subphases including
costs and timeliness of phases andsldises.

V Types and relative weight of different measures gathered (e.g. quantitative indicatoes;Keedb
from users, paradata or other metrics derived by procedures, staff suggestions,
interviewers/supervisors follow ups)

For the list of product and process quality indicators ofM8TAT and a list of key quality and
performance quality indicators ofiEbstat, see Annexes 1 to 3. We refer to the catalogues providing
more detailed descriptions of indicators in the sources of annexes.

8.2 Conduct evaluation

This subprocess analyses the evaluation inputs, compares them to the expected/target benchmarking
results (when available), and synthesises them into an evaluation report or control dashboard. The
evaluation can take place at the end of the whole procegmétxevaluation) for selected activities,

during its execution in a continuous way, or througttbe process, thus allowing for quick fixes or
continuous improvement. The resulting report should note any quality issues specific to this iteration of
the statistical business process as well as highlight any deviation of performance metrics froea expec
values, and should make recommendations for changes if appropriate. These recommendations can
cover changes to any phase or-puticess for future iterations of the process, or can suggest that the
process is not repeated.

Quality guideline

Evaluation must be consistently performed relying on the evaluation tools already available and
integrated into the quality assurance framework system.

Evaluation tools can be the following:

- Selfassessment in respect of products and processes (e.g. quality, sgfesissessment
guestionnaireDESAP checklist, relying on quality indicators and documentatimording
GSBPM.

- Bvaluation of user satisfaction surveys, user fora

- Internal and external quality audits,

- Expert consultations,

- Benchmarkingand benchlearning.

When selecting evaluation methods, it is important that efforts must be made at gradation.

b

User s opinion can be invited by conducting suryv
contact with key users is also expected.

Internal (in-house) or external (contracted) experts must sometimes be involved in evaluation and
feedback.
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Due to expanding the circle of the experts and the stakeholders involvedassedEment, internal and
external audits go beyond sesessments. Etnal contribution can help with the improvement of
subjectmatter domains by emphasizing special aspects and knowledge through experts.

The first step should be selfsessment based on the right measurement tools (quality reports, quality
indicators angbrocess indicators) followed by internal audits and finally application of external audits.

If not in all cycles, but if major modifications are made or at least eveygar, we should involve
internal experts and, in justified cases, external ones.

In addition to process quality assurance, product quality assessment is also an important factor
which must be taken into consideration when evaluation is made.

The quality of the completed statistics is evaluated by the person responsible for statigtecbasis

of product quality indicators (requested by EUROSTAT, INSTAT standards and internally developed)
and other information available as a result of production process. Product quality is documented in the
guality report (EUROSTAT, INSTAT standardh addition to documentation, annual qualitative and
aggregate evaluation must also be performed.

If any elements of product quality fail to meet the expectations,-asfessment covering the entire
process must be conducted.

If any elements of prodtiquality fail to meet the expectations, the following options are available:
publication of the product, publication of the product after corrections and postponement of the
publication.

In this case, independent of the decision on publication, pribetstart of the next cycle or at the

earliest possible date, selfsessment covering the entire process should be conducted using a checklist
(INSTAT Selfassessment Questionnaire, DESAP checklist). Relying on the outcome of these, further
audits may b@eeded. Based on the results, possible decisions are the modification of the process or the
modification of the requirements in order that the best possible quality product can be produced in the
next period.

In the course of quality assessment the compots of quality must also be taken into account.

The quality of products must be examined along the components of quality (relevance, accuracy,
timeliness, punctuality, accessibility, clarity, comparability and coherence), which enables us to
regularly moitor changes in the quality of the products and intervene if needed.

In addition to accuracy, other quality components also need to be considered.

It is important that in the course of the evaluation we should collect available information on all the
conponents of quality that may serve as a basis for evaluation not just the components that are easy to
measure (e.g. response rates within accuracy).

Before data survey launch, the results of previous cycles must be examined.

Before a cycle starts, the tdis of the previous one should be examined (timeline of quality indicators,
quality reports, earlier evaluations, actions and their impact that are available in a documented manner),

the requirements (products, processes) should be reviewed, justifidctatimhs must be added and,
if necessary, rplan surveys.
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Evaluationson quality are public and available.

All information on quality inside INSTAT is public. The various subjexttter areas can rely on it in
their decisions on surveys (e.g. whetinerease in nomesponse is a mass phenomenon or is only
typical in relation of the specific survey). Subjeaatter areas annually evaluate quality reports shared
within the INSTAT.

Quality Dimension

Soundness of implementation
Cost effectiveness

Output quality

Timeliness and punctuality

< <K<K

Quality indicator

V To what extent process components satisfy process quality requirements such as Efficiency,
Effectiveness; Robustness; Flexibility; Transparency and Integration

V Percentage of GSBPM phases and sotgsses for which there were no gaps between planned
and attained costs

V Extent to which quality indicators are close to target values (includes all indicators and
metadata such as those needed for quality reporting)

V Trends in quality indicators (e.g. imgvements/worsening) for recurring processes

V Percentage of quality dimensions and-dithensions (e.g. for accuracy) that was not possible
to assess and why.

V Percentage of GSBPM phases and subprocesses for which there were no gaps between target
and achieed timeliness

V Have evaluated substantial changes in quality indicators? (Yes/No)

Quiality review practice

Quiality review is concrete way of improving quality. INSTAT will deal with quality review in
assessing the quality process and products by DirecitpAakessment based on audit and-self
assessment.
Quality Assessment is:

V away for highlighting strengths and weaknesses of a statistical process

V atool for improving weaknesses

V an approach for collecting and disseminating good practices

The proceduréhat INSTAT will follow:
V  Quality Guidelines
V Assessment
V Report

Quiality guideline
One handbook
U Direct surveys and Processes that use administrative data included in one;

U Structure & content of the Quality Guidelines:
A Length: about 12 pages;
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General infomation on Institutional environment, Strategy of Quality Management,

Metadata System;

Quality guidelines to be followed (how to assure the compliance to the phase / sub phase of
statistical processes by GSBPM and Text describing what should be done)

Quality dimensions identified by GSBPM to be followed;

Quality indicators identified to be measured,

oo o Do

Assessment

The tools for assessing the statistical processes are:
V Audit and Selassessment

AUDIT
U Preparation of the documentation (process manager)
U Studyof the process (audit team)
0 The interview
U Final evaluation report

SELFASSESSMENT
U Preparation of the documentation (process manager)
U Compilation of the assessment questionnaire (process manager)
U Final evaluation report

Preparation of the documentatiorlindes:

The assessment questionnaireby having it mirrors the quality guidelines and questions on: i) What
is performed; ii) How it is performed; iii) Quality control and measurement. As well the specific
assessment questions are part of the questi@wéh questions on i) Process quality; ii) Sources of
errors; iii) Statistics Quality.

Training and operational manual- Auditors and process managers involved in the programme should
be trained. An operational manual describes: i) Aims of the evaludji®nocedures stepy-step; iii)

Roles: who does what; iv) Scheduling of the activities; v) Supporting tools (process quality and product
guality reports).

The involved actors— i) Quality Committee; ii) Auditing Secretariat (from the quality tean); i
Auditors and reviewers; iv) Process managers and main collaborators; v) Directors; vi) Board of
Directors.

The final assessment report i) Summary of the evidences; ii) Results; iii) Improvement actions; iv)
Good practices to be identified.

The steps how to proceed:

Step 1: Auditors pool and Processes selection

Every beginning of the year, within tig@uality committeea request to the production, methodological
and IT units of staff required to be included in the auditors and reviewers pookl&ébed

auditors/reviewers are in charge for two years (but can be confirmed). They are not allowed to carry out
more than an audit per year. The request to the production units of processes to undergo:
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A auditingA a subset will be audited also for IT elents

A selfassessment
the set of activities to be done during the Quality Committee meeting: Matches selected process with
teams of auditors or reviewers (saffsessment) and appoint a member of the Quality Committee as
supporting the reviewers.

Step 2:Communication and training

The Quality team meets the survey managers of the selected processes separately (auditing and self
assessment) and provides to the survey managers all the relevant material. Also they pralagie one
course for the auditors anteday course for the reviewers involved in sedessment (auditing and
selfassessment procedure).

Step 3: Kick off

Survey managers, analyze the material: guidelines, questionnaires, templates, procedure and set up the
documentation supporting theadwation activity of the auditors: process report, product report (audit
only) or fill in the selfassessment questionnaire (sefessment only).

Step 4: Auditing Interview

Auditing teams have to study the supporting documentation: process repanttpegbrt. The
interviewing object is the Survey manager (and collaborators). After interviewing a final evaluation
report with strengths and weaknesses is drawn.

Step 5: Drafting of the final evaluation report

Survey managers draw a Final Evaluatiteport with strengths and weaknesses and with improvement
actions and good practices (saffsessment only), while complete the Final Evaluation Report with
improvement actions and good practices (audit only).

Reviewers and auditors check coherence irFthal Evaluation Reportsstrengths and weaknesses on
the one side and good practices and improvement actions on the other side.

8.3 Agree an action plan

This subprocess brings together the necessary deeisiking power to form and agree an action plan
based on the evaluation report. It should also include consideration of a mechanism for monitoring the
impact of those actions, which may, in turn, provide an input to evaluations of future iterations of the
process.

Quiality dimension
V  Quality commitmen
Quiality indicator
V Extent to which the action plan contains commitment mechanisms for monitoring the impact of
improvement actions

V Assuming that an evaluation report was prepared in 8.2 for quality indicators of previous GSBPM
phases, and the gaps wédentified between the expected and actual quality of the output, cost
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effectiveness and timeliness; then the decision needs be made to take action for areas where the

gaps are identified.
The quality indicator is the ratio of: the number of actiongbigity issues (quality indicators
where problems are identified or targets are not met) / to the total number of quality issues.

V Also a plan can be made to not take an action for all actionable items but for some of them. In that

case the quality indator is: number of quality issues to take action for divided by the number of
all actionable quality issues.

V Completion rate of the action plan is: the number of successfully fixed or improved quality issues
divided by total number of quality issues pladrto be fixed

Improvement actions and bllow-up practice

The improvement actions approval & communication processFinal evaluation reports are signed
by the subjeematter director; Improvement actions are discussed in the Quality Committee;

Adjustmernts are made by process managers; Improvement actions are included in the planning system;

Results of the year programme are presented to the Board of Directors; Evaluation reports and an
Aggregated report on the results have to be published on intermalrket

Follow-up on improvement actions- Improvement actions are flagged in the planning activity system;
Improvement actions are searched in the system and the degree of implementation assessed in the
following two years; Process managers areaetactd if necessary.

Scheduling of the activities timetable for all activities is compiled a year before.

The steps how to proceed:

Step 6: Hierarchical approval

Board of Directors receive the Final Evaluation Reports of the surveys of his/her digcatatat

approve improvement actiosd one i n s e c tréviewpragticé2 Yhe Qualiy Cammitteey
discusses the Final Evaluation Reports and approve/not approves the improvement actions. They
discuss to carry out the cross sectional improvemeiunsctAt the end they analyze the good practices.
Step 7: Communication to Board of Directors

The Quality Committee develops a summary report on the Audit andssel§sment procedure, with

the improvement actions and presents it to the members Bbtre of Directors (chaired by INSTAT

General Director and the members are INSTAT Board of Directors).

Step 8: Improvement actions in Annual Work Program

Survey managers decide the improvement actions to be included in the next operational annul plan an
communicate to the quality team those that are postponed. The improvement actions are hierarchically

approved.
National Statistical System review

Eurostat recommendwaluaing the compliance of other Statistical agencies responsible for the
production and dissemination of official statistics with the European Statistical Code of Practice. To
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carry out this process is necessary: the new quality guide already built and capacity btiilding
INSTAT staff for internal evaluation

OVER-ARCHING PROCESSES

The GSBPM alsoecognizeseveral ovearching processes that apply throughout the production
phases, and across statistical business processes.

(The processes of quality management, metadata management and data management are further
elaborated in this &ction)

QUALITY M ANAGEMENT

fi Wer perspectives, needs and priorities, which vary between processes and across groups of users

Quality management in institutions deals with quality of the organization processes and statistical
products. It follows fronthe core activity of the institute that the quality of products needs to be

defined basically in accordance with user ne€uslity concerns organizations, processes and

products. In the present framework, quality managementareging process refersaimly to product

and process quality. The main goal of quality management within the statistical business process is to
understand and manage the quality of the statistical products.

Quality components offer a suitable analytical frame for a rapipiroah evaluation to the quality of
statistical products. The quality of products is created in the process of statistical data production.
Quality management covers and extensively examines the process of statistical data prétdaction
closely related tthe overarching process of Evaluate, the latter forming a part of quality assurance
framework. Quality management thus offers a deeper and broader examination of the process of
statistical data production than Evaluate overarching process. It may beethbateboth the entire data
production process and the spitocesses thereof need to be evaluated comprehensivelydstatand
paradata generated in the various process phases serve as inputs for quality management. These
evaluations can be carried outhin a specific sulprocess or group of sytrocesses.

The objectives of quality management aiia the spirit of efficiency and qualityto assure process

guality (e.g. avoidance of duplications, ensuring that models are comprehensive, implemehtatio
subprocess phases in accordance with the process quality guidelines) and to implement product quality
assessment (in accordance with the concept of quality and quality components) and to ensure that
products (e.g. data) are produced at the highestiigle quality.

In order to improve the product quality, quality management should be present throughout the statistical
business process model. It is closely linked to Phase 8 (Evaluate), which has the specific role of post
evaluating individual instanseof a statistical business process. However, quality management has both

a deeper and broader scope. As well as evaluating iterations of a process, it is also necessary to evaluate
separate phases asub processe@leally each time they are applied, Btuteast according to an

agreed schedule. Metadata generated by the differefreubsses themselves are also of interest as an
input for process quality management. These evaluations can apply within a specific process, or across
several processes thege common components.
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In addition, a fundamental role in quality management is played by the set of quality control actions that
should be implemented within the sptbcesses to prevent and monitor errors. The strategy could be
reported in a qualitassurance plan.

Within anorganization quality management will usually refer to a specific quality framework, and may
therefore take different forms and deliver different results within differeganizationsThe current
multiplicity of quality framavorks enhances the importance of the benchmarking and peer review
approaches to evaluation, and whilst these approaches are unlikely to be feasible for every iteration of
every part of every statistical business process, they should be used in a systaynaticording to a
pre-determined schedule that allows for the review of all main parts of the pritieissa specified

time period

Broadening the field of application of the quality managementanating process, evaluation of
groups of statistial business processes can also be considered, in order to identify potential duplication
or gaps.

All evaluations result in feedback, which should be used to improve the relevant process, phase or sub
process, creating a quality loop.

Quality managemnt can be operated by NQAF cycle in practice. This can help implement continuous
product and process quality management. There are a number of forms in which components of quality
management exist in practice. The tielaship could be explained by: Rlan 2Do, 3.Check, 4Act

1. Plani development of a quality management plajuality requirements and
expectations must be known and accepted pideessand outputs must be planned based on
this. Practical manifestations of expectations: laws, regulatistagdardsquality guidelines
user needs, indicators of the previous period or benchmark indicators. This quality
management plan involves the description of the quality management system, the techniques
and procedures of quality assurance and qualiseasment and the requirements for the
results derived from them and the documentation requirements of development measures.

2. Do Implementation of quality assuranceneasured information iseeded on the
characteristics of statistical products, work flogpsocesses) or the entire institution on the
basis of which compliance with requirements and plans can be assessed. We need to document
and measure implementation in accordance with the expectations. Tools for measuring and
documentation: quality reportproduct and process quality indicators, process variables,
measuring user satisfaction.

3. Checki For the purpose of qualityassessmentse need to have toad® that we can
compare documented and measured information with the requirements and evaluate the
meeting of expectations. Manifestations of assessment: within the frameworkastssment
the revision of process and product quality and the documentation of experience (see the
overarchingprocess phase of Evaluate) or the examination of the preoas®l metadata;
comparison of internal processes with the similar processes of other organizations (e.g.
benchmarking or peer reviews, audits). Quality assessment is based on facts, i.e. its
preconditions are the measurement and documentation of quality.

4. Acti Action plan formulation of an action plan in accordance with the
recommendations of the evaluation, then the monitoring of the implementation and its results.
What is included in the action plan will be included in the requirements of the follpesxiogl,
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in response to which the process of data production may change, thus, at the next evaluation,
this will have to be taken into account; similarly, statistical standards may also change.

Examples of quality management activities include:
- Setting ad maintaining of the quality framewark
- Setting of global quality criteria;
- Setting process quality targets and monitoring compliance;
- Seeking an@nalyzinguser feedback;
- Reviewing operation and documenting lessons learned;
- Examining process metadatad quality indicators;
- Internal or external auditing on statistical processes.

Quality management also involves institutional anghnizationafactors. Such factors are included in
other GSBPM ovearching processes (e.g. Human resources managebtaigtical programme
management) although they can have an impact on quality.

Quality guidelines in general

For satisfactory quality management we need arganized documented and controlled system of
guality management comprising process qualitysasance and product quality assessment.

The following are needed for the operation obaganizedjuality assurance systeruniformly across
the organizationalnits:

V Quality requirements and expectations, which must kown and accepted.

V measured iformation is needed on the characteristics of statistical products, work flows (processes)
or the entire institution on the basis of which compliance witiuirements angdlans can be assessed.
Measurementis based onlocumentation

- we need to have toof® that we can compare information with the requirements (e.g. self
assessments aaddits); we needvaluation. Qualityassessment lzased on facts, i.e. its
preconditions are the measurement and documentation of quality;

- formulation of araction andimprovement planin accordance with the evaluation and the
recommendations of the evaluation, if necessary, then the monitoring of the implementation and its
results; whats included in the action plan will be included in the requirements of the following
period, in response to which the process of gedduction mayhange, thus, at the next
evaluation, this wilhave to be taken into account.

Within the framework of quality management consistent and regular SWOT analyses are conducted in
the spirit of ontinuous product and process quality improvement.

When several sulprocesses arevaluated simultaneous|ywve must ensure that the same metadata
are used.

Need for a written and public quality policy.

If we use different metadata for evaluation, we pame an apple to a pear and fail to ensure that
evaluations are established.
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In its quality policy thdNSTAT commits itself to quality:

- it undertakes téamiliarizeitself with user needs,
- it measures and evaluates product and process quality ands bagis, develops them
continuously,

An organizationalstructure andtools supporting quality management must be used. There must be
an organizationalunit or person responsible for quality.

it integrates international standards and recommendationdlassvgeod practices,
efforts should be made to mitigate burden on data providers,

it helps promoting culturecommitted to quality,

it provides appropriate training for staff members.

< <K<K

Quality policy is available at the website of tiéSTAT.

The persoror, ideally, theorganizationalinit deals with quality management in a dedicated way, thus a
sharper focus is placed on quality management andessith, itsimplementation stands a better

chance. The responsibilities of tligganizationalinit or peson are the maintenance, operation,
improvement othe quality management system, the maintenance and development of tools
(expectations e.g. quality guidelines, measurements, documentation, evaluation and improvement), the
promoting ofquality focus aarss theorganization communication of the toolspntrolthe compliance

of the requirements, initiatingrganizationatlevelopment and holding quality courses on educating
guality management system(el§STAT School).

The quality management system igrdarly revised and improved.

Institute level quality requirements must be revised regularly. Responsibility for the maintenance of the
recommendedNSTAT level quality measurement tools and the system lies with the Methodological
and IT Board. Upon itsaiquest, experts (usually, the staff members of the Methodology Department,
process phase awordinators and horizontatganizationalnits) put forward proposals. The Board
evaluates and submits it to tBeneral Directoof theINSTAT. Responsibility fo the use of the tools

lies with subjecimatter areas. Responsibility for the subjeettter domairdevel maintenance and
development of requirements and special measurement tools lies with the-sdtfectareas.

An example of the audits required amqbcated by EUROSTAT is sedfssessment and peer review
linked to the Code of Practice. If the system in uddlBTAT is compatible, that helps the
implementation and effectiveness of EU inspections (audits).

The quality management system should also cdate Other NationalAgencies ONAS).
Productquality is regularly monitored, assessedslith regard to possible tradeffs between product
guality components. Product quality is reported according to the quality criteria for European
Statistics.

Keep conact regularly with ONAs. The national statistical system must @ dioate in order that we

can assure and improve the quality of the official statistics produced by the \@mgaungationgtools:
law, standards and guidelines, communication, trajnmglvement in audits).
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The quality of the various groups of statistical products muanbb/zedcomprehensively and, if

necessary, actions must be taken. fasied analyses (quality indicators, quality reports and audit
reports) help detect the prelphs that emerge at a number of areas and identify the areas to be improves
and priorities to set. Analyses help measure the impact of improvements on product quality.

The system of quality reports mustregulatedurthermorequality reports should batilized in respect
of improvement actions.

There are procedures in place to plan and monitor the qualitth# statistical production process.
In order to ensure process quality, process phaseagordinators need to be designated.

Such procedures ararfinstance, process quality indicators, methodologies, technical support provided
by IT systems (workflow system or the automatic indicator calculating function of IT systems),
protocols (e.g. detailed survey desigmgd qualityassurance plan.

Procesphase cecoordinators (a person, a group oraaganizationalnit) - if there are no such
coordinatorsefforts should be made to have them in plam@nitor andanalysegrocesses from the
perspective of compliance with the quality expectations, docuamehmonitomprocess variablef
they detect any problem, they notify the person in charge of surveys.

Process phasmordinatorscan monitor trends in standard process variables typical of a specific process
phase in respect of ALL products going tigh in the standard process phases, therefore, they can
make comparisons and perform evaluations in time and in aggoienal manner and can initiate
well-established modifications and improvements.

Process quality assurance should tealizedalreadyduring the data production process, during the
realizationof sub-process phases.

In the name of process quality assurance, in the course of data production process participants and those
responsible for surveys monitor the quality of process phasessaass if activities have been

performed in line with the requirements. Thus, those concerned should be familiar with quality
requirements for the specific process andpudress phases and monitor the values of the process
variables reflecting them (e.gumber of incoming questionnaires filled in with data).If variables are

still below the required value, if possible, they intervene in the process (e.g. with urging).If it is no

longer possible, participants in the process must be warned or, basednforthation available, the
responsible person will decide on the next step in processing and, if necessary, modify processing (e.g.
more imputing).

We must apply available tools and methods supporting quality management consciously.

With the applicatiorof right tools efficiency, speed and effectiveness can be increased. Such tools
include e.g. the assessment of user needs, process modelling, workflow systems, measuring tools (e.g.
fishbone diagrams, Pareto diagrams, flow charts), tools used for pratiiéngge.g. brainstorming,

tree diagrams), improvement plans (e.g. Gantt diagrams, project planning methods), process controlling
methods (e.g. control cards and Balanced Scorecard).

Quality Dimension

V  Quality commitment
V Managing respondent burden
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Possible quality indicators

V Availability of a quality assurance plan, or any other similar scheme, describes the working
standards, the formal obligations (such as laws and internal rules) and the set of quality control
actions to prevent and monitor espto evaluate quality indicators and to control different
points at each stage of the statistical process.( This indicator is valid for the institutional level.)

V Availability of a quality policy and its availability on the web site

V A Quality CommitmenStatement is made publicly available, laying out principles and
commitments related to quality in statistics which are consistent with the goals set out in the
mission and vision statements. (This indicator is valid for the institutional level.)

V Availability of procedures to plan and monitor the quality of the statistical production process.

V Availability of a clear organizational structure for managing quality within the statistical
authority.

Examples of such a structure are:

- Quality Committee;

- Quality Manager;

- Centralized Quality unit;

-Other structures (e. g. a selected group of staf
coach/advisers).

V  For what proportion of GSBPIgub processesrestandardizedorporate solutions used

V Is a process of risk identification and management in place? (Yes/No) Time since risk

management plans were last reviewed? (Years and Months)

Extent of HR requirements fulfilled (e.g. training, staffing)

Extent to which quality indicators, metadatal graradata are compliant to standards

Is there a communication strategy encouraging response by informing potential respondents

about the survey?

V Percentage of statistics produced from administrative data and other data sources instead of
survey (Coversll statistical domains)

<< <

METADATA MANAGEMENT

Good metadata management is essential for the efficient operation of statistical business processes.
Metadata are present in every phase, either created or carried forward from a previous phase. In the
contex of this model, the emphasis of the oaeching process of metadata management is on the
creation, use and archiving of statistical metadata, though metadata on the diffeyocsgbes

themselves are also of interaatluding as an input for quajitmanagement. The key challenge is to

ensure that these metadata are captured as early as possible, and stored and transferred from phase to
phase alongside the data they refeMetadata management strategy and systems are therefore vital to
the operatn of this model, and these can be facilitated by the GSIM.

The GSIM is a reference framework of information objects, which enables generic descriptions of the
definition, management and use of data and metadata throughout the statistical productisn finece

GSIM supports a consistent approach to metadata, facilitating the primary role for metadata, that is, that
metadata should uniquely and formally define the content and links between information objects and
processes in the statistical informatigstem.
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MetadataHandling

i.  Statistical Business Process Modéftanage metadata with a focus on the overall statistical
business process model;

ii.  Active not passiveMake metadata active to the greatest extent possible. Active metadata are
metadata that drivether processes and actions. Treating metadata this way will ensure they are
accurate and ufp-date;

iii. Reuse:Reuse metadata where possible for statistical integration as well as efficiency reasons;

iv.  Versions:Preserve history (old versions) of metadata.

Metadata Authority

i.  Registration:Ensure the registration process (workflow) associated with each metadata
element is well documented so there is clear identification of ownership, approval status, date
of operation, etc.

ii.  Single sourceEnsure that a simg, authoritative source (‘registration authority') for each
metadata element exists.

iii. One entry/updateMinimize errors by entering once and updating in one place.
iv.  Standards variationsEnsure that variations from standards are tightly managed/approved,
documented and visible.

Relationship to Statistical Cycle / Processes

i. Integrity: Make metadataelated work an integral part of business processes across the
organization.

ii.  Matching metadataEnsure that metadata presented tcethdusersmatch thametadata that
drove the business process or were created during the process.

iii. Describe flow:Describe metadata flow with the statistical and business processes (alongside
the data flow and business logic).

iv.  Capture at sourceCapture metadata at their sogy preferably automatically as g-product
of other processes.

v. Exchange and useExchange metadata and use them for informing both computer based
processes and human interpretation. The infrastructure for exchange of data and associated
metadata shoulde based on loosely coupled components, with a choice of standard exchange
languages, such as XML.

Users

i. ldentify users:Ensure that users are clearly identified for all metadata processes, and that all
metadata capturing will create value for them.

i.  Different formats: The diversity of metadata is recognized and there are different views
corresponding to the different uses of the data. Different users require different levels of detail.
Metadata appear in different formats depending on the proceskgealn for which they are
produced and used.

iii.  Availability: Ensure that metadata are readily availa
information needs (whether an internal or external user).

Quality Dimension

V Managing metadata
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Quality indicators

V Availability of a policy on metadata documentation and standards on updating metadata. The
policy is communicated to internal users and accessible on the web site.

V Performance indicators for the accuracy, completeness, timeliness and digesfsibi
disseminated metadata at the institutional level, assessed annually against predetermined
targets.

V Quality of the metadata can be assessed for each statistical programme and then rolled up to
higher levels of institutional units

V Extent to which retadata and metadata terminology are compliant to existing metadata
standards(Metadata standards include GSIM, GSBPM, CSPA and LIM)

V  Extent to which the life cycle of the metadata is managed across the GSBPM.

V Use of a metadata system (data or procesadatd) in the production process. (Yes / No)

V Extent to which metadata are adequately stored and archived using a metadata model (easily
retrievable; properly labelled; retention period indicated)

V Extent to which metadata are accurately and completgistezed in a corporate metadata
repository/registry.

V The importance of a metadata model and data metadata stored in a metadata system is crucial in
processing and delivering data.

V The maintenance of the production process is easier when it uses tidarfram general
metadata systems and information is not coded in produato@mrams

V Extent to which metadata are available in different formats and available to internal and

external users

Are metadata available in machireadable, searchable anttessible formats?

Are metadata available in open data portals?

Are metadata and data accessible in standard exchange formats such aEDRIXXBRL?

<< <

DATA MANAGEMENT

Data management is essential as data are produced within many of the activigestatigtical

business process and are the key outputs. The main goal of data management is to ensure that data are
appropriately used and usable throughout their lifecycle. Managing data throughout their lifecycle

covers activities such as planning andlaation of data management processes as well as establishing
and implementing processes related to collection, organisation, use, protection, preservation and
disposal of the data.

How data are managed will be closely linked to the use of the datdy iwhiarn is linked to the
statistical business process where the data are created. Both data and the processes in which they are
created must be well defined in order to ensure proper data management.

Examples of data management activities include:
9 Estalishing a governance structure and assigning data stewardship responsibilities;
1 Designing data structures and associated data sets, and the flow of data through the statistical

business process;
1 Identifying database (repositories) to store the data amehaadration of the database;
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Documenting the data (e.g. registering and inventorying data, classifying data according to
content, retention or other required classification);

Determining retention periods of data;

Securing data against unauthorised acaadsuse;

Safeguarding data against technological change, physical media degradation, data corruption;
Performing data integrity checks (e.g. periodic checks providing assurance about the accuracy
and consistency of data over its entire lifecycle);

Performing disposition activities once the retention period of the data is expired.
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